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Abstract

Atomistic simulation technique sud as rst-principles, moleculardynam-
ics and Monte Carlo methods hasbeenrecognisedas a powerful engineering
tool to designa new functional material. It senesasthe most fundamenal
procedureto construct a reliable and integral multiscale simulation frame-
work, as well as gives the medanisms behind the characteristic property
and processat atomic scale. In this work someattempts to realize a kind
of multiscale simulation have beencarried out, paying attention to the nec-
essaryinformation availabe from smaller scale simulations for larger scale
simulations. Firstly, an e cient rst-principles approad with virtual crys-
tal appraximation hasbeenproposedfor calculating the material properties
of solid solutions within density functional theory. The capability of the
previous approaheswas extendedto treat a virtual atom composedof the
heterovalert atoms with reasonableaccuracy The results for the perovskite
structure ferroelectric solid solution, xBiScOs{(1-x)PbTiO 3, which cortains
the heterovalert atoms, have beencomparedwith the previouscomputations.
The obtained results indicate that the approad proposedin this work can
give the reasonablevaluesfor the electronic, atomic vibrational, medanical

and piezcelectric properties. Secondly a way to connectthe rst-principles
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2 Abstract

simulation to the Monte Carlo simulation has been presened, applying to

surfacephenomena. In this attempt the fundamertal energeticswas calcu-
lated with detailed atomic morphology of the surfacestructure by meansof
the rst-principles simulations, which are utilised in larger scaleMonte Carlo
simulation to simulate larger scopic morphology and fast kinetic process.
This approad was applied to the epitaxial growth phenomenausing vicinal

Si(001) surfaceand the glasscorrosionphenomenausing multicomponert sil-
icate mineral surfacesdiopside(CaMgSiLOg) and akermanite (Ca,MgSi,O7).

The kink energyaccordingto the kink angleto the straight step aswell as
step energiesof the stepped and kinked vicinal Si(001) surfaceshave been
studied showving the almost linear behavior of kink energyto the kink angle.
The surfaceenergy hydroxylation energyof the surface,the adsorption en-
ergy of oxalic acid moleculeon the hydroxylated silicate surfaceshave been
computed, preseting the fact that the under-camrdinated Si atoms are the
main active sitesfor the hydroxylation while the oxalate ionsare adsorked on
Ca and Mg atoms. Thirdly, moleculardynamics simulations have beenper-
formedto calculate the material parametersfor corntinuum scalephase eld

simulations. The rst-principles simulation results are utilised to construct
the interatomic potential in the enbeddedatom method, and the results of
moleculardynamicssimulations are sened asthe phase eld parameters.To
clearly determine the interface atoms in the calculation of interfacial free
energy a slightly di erent approad hasbeenproposed. The applicationsto

Al and Ni crystal growth have beenpresered, giving the melting temper-
ature, di usion constarts, kinetic coe cien ts and interfacial free energy of

solid-liquid interface with crystallographic anisotropy.



Kurzfassung

Tedniken atomistischer Simulationen, wie First Principles, Molecular
Dynamicsoder Monte Carlo Methoden, sind als starke ingenieurwissensaatftl-

iche Werkzeugefur das Designneuerfunktionaler Materialien anerlkannt. Sie

dienenalsgrundlegendsteArt um einverlassli©iesund integriertesBezugssys
tem fur Multiskalensimulationen zu konstruieren, und geben daruber hinaus
Auskunft uber die Medhanismen, die hinter den charakterististhen Eigen-
sthaften und Prozesserauf der atomististhen Skala stehen. In dieserArbeit
sind einige Ansatze durchgetihrt worden, um eine Art Multiskalensinula-
tion auszutihren, mit besondereBeaditung der verfugbareninformationen
von Simulationen auf kleineren Skalen fur solde auf gre eren Skalen. Als
erstesist ein e zien ter \First principles"-Ansatz mit virtuellen Kristallap-
proximationsmethoden erstellt wordenum die Materialeigensbaften von fes-
ten Losungenmit Hilfe der Dichte-Funktional-Theorie zu beretinen. Die
Fahigkeiten der vorhergehendenAnsatze wurden erweitert, indem virtuelle
Atomzusammensetzungervon heterovalerten Atomen mit der benetigten
Prazision behandelt worden sind. Die Ergebnissefur ferroelektrische feste
Losungertur heterovalertes Perowskit, xBiScOz{(1- x)PbTiO 3, sind mit freh-

eren Beredinungen verglichen worden. Die gewonnenen Resultate weisen
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4 Kurzfassung

darauf hin, dassder in dieser Arbeit aufgestellte Ansatz sinnvolle Werte
fur die elektronishien, metanistien und piezcelektristhen Eigensbaften
sawie dasatomistische Vibrationspotertial liefern kann. Weiterhin wird eine
Meoglichkeit prasertiert, die First-Principles-Simulation mit der Monte Carlo-
Simulation fur Ober sachenpranomenezu verknupfen. Dafur ist die fun-
damenale Energetik mit Hilfe der detaillierten atomistischen Morphologie
der Ober sachenstruktur durch First-Principles-Simualtionen beretinet wor-
den, welche in Monte Carlo-Simulationen gerutzt wird um eine gro skalige
Morphologie und sdtnelle kinetische Prozessezu simulieren. Diese Vorge-
henswveiseist auf epitaxisdhe Wadhstumsprozessauf einer vicinalen Si(001)-
Ober sache sovie auf Glaskorrosionsplanomenemit multik omponerigen Silikat-
Mineral Diopsiden (CaMgSikOg) und Akermanit (Ca,MgSiLbO;) angeven-
det worden. Die Knickstellenenergieabhangig vom Knickwinkel der ger-
aden Stufe sawie die Stufenenergiender gestuftenund geknikten vicinalen
Si(001)-Oker sache sind untersucht worden um das nahezulineare Verhalten
der Knickstellenenergiezum Knickwinkel zu zeigen.Die Ober sachenenergie,
die Hydroxylierungsenergieder Ober sache und die Adsorptionsenergieder
Oxalsaure-Molekule auf der hydroxylierten Silikatober sache sind beredinet
wordenum zu zeigen,dasshauptsachlich an dengeringgeordnetenSi Atomen
die Hydroxilierung statt ndet, wahrend die Oxalationen von Ca und Mg
Atomenadsorbiertwerden. Ausserdensind Molecular Dynamics-Sirmulationen
durchgetihrt worden um die Materialparameter fur Phasenfeldsiralationen
auf der Kontinuumsslala zu bestimmen. Die Ergebnisseader First Principles-
Simulationen sind dazu verwendetworden, dasinteratomare Potertial in der

Embedded Atom-Methode zu konstruieren und die Resultate der Molecular
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Dynamics-Simulationen sind wiederum als Parameter der Phasenfeldsim-
lation verwendet worden. Um die Ober sachenatomegenauin der Beret-
nung der Grenz ecchenenergidbestimmenzu kennen,ist ein leicht veranderter
Ansatz gewahlt worden. Durch die Anwendungauf das Wadstum von Al-
und Ni-Kristallen lassensich die Sthmelzetemgraturen, Di usionskonstan-
ten, kinetische Koe zien ten und die freie Energie der fest- ussigenGren-

zsaticht mit ihrer kristallographisen Anisotropie beredinen.
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In tro duction

New functional materials are playing a more and more important role in
modern scienceand industry. To facilitate the dewelopmen of new materials
by computational materials engineering,the multiscale simulation method
hasrecerly attracted attention as powerful tool for analysingand predict-
ing the material properties and processesspanning from the atomic scale
to the cortinuum scale[1,2]. A multiscale method is really required in the

simulation of surfaceand interface phenomena.

Surfaceand interface are boundariesbetweendi erent material phases,
l.e., a surface between vacuum and solid or liquid, and interface between
solid and liquid as well as betweengasand solid or liquid. At surfaceand
interface, moleculesfrom gasor liquid comeinto cortact with solid, resulting
in the break of chemicalbondsin thesemoleculesand in the formation of new
bondswith solid atoms. It is clearthat sud processe®ccurring at surfaces
play a critical role in the performanceof materials. Simulating the surface
processess an inherert challengeto the computational materials design: it
is essenally the multiscale problem. Molecular processest surfacesproceed
on a length scaleof 0.1 nm, whereelectronsmove and adjust to perturbations

within femto secondsand atoms vibrate on a time scaleof pico seconds:it
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8 Intro duction

is an electronic regime. Howeer, the obsenable processesud as surface
corrosion, catalysis and crystal growth only dewelop within a mesoscopic
(10 °s 10 3 sin time scale,and 10 ° m 10 3 m in length scale)or a
macroscopiq10 3s 10sin time scale,and10 *m  10min length scale)
regime. Clearly, in order to measurethe obsenables, we have to go to the
meso-or even macro-scopicregime. Although ewerything is determined by
the electronic regime, how systemsewlve and behave is descriled in meso-

and macro-scopicregimes[3].

Therefore,the simulation of surfaceand interface phenomenarequiresto
be addressedvith morethan onesimulation method, that is, by a multiscale
approad. There are two ways to realizethe multiscale simulation: the dy-
namical concurrert way and the step-by-step bottom-up way. In fact, evenif
an innovative approad to concurrerily couplethe di erent regimesincluding
from electronic regimeto macroscopicregime were deweloped theoretically,
it is still almost impossibleto manageextremely heary computational load
for its implemertation with today-available computer resources.Rather, it
is more realistic and reasonableto rely on the bottom-up way, where the
smaller scalesimulation should provide the input information for the larger
scalesimulations. This meansthat di erent scalesimulations are not per-
formed concurrerly but connectedseparatelyfrom smaller to lager scales.
The mostfundamertal electronicregimesimulations cantell uswhat happens
at the surfacein the context of atomic behaviour and can provide material
properties without usingany experimenrtal data. Apart from the importance
of sud study for understanding the medanism of the material properties

and processesiswell asfor obtaining the material parametersof larger scale
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simulations, it allows to build an interatomic potertial, which is the driving
factor of mesoscopicegime simulations sud askinetic Monte Carlo (KMC)
and molecular dynamics (MD). Mesoscopicsimulations can manageup to
the millions of atomsin calculating the material parametersof a solid-liquid
interface,which canbe utilised asinput parametersfor cortinuum scalesimu-
lations, for exampleby the phase eld method (PFM) [4], of the macroscopic

phenomenasud as crystal growth.

This work is not con ned to one special material. Rather e orts were
directed to nd a method how smaller scale atomistic simulations, rst-
principles and MD, can provide the necessarymaterial parametersfor larger
scalesimulations suh as MC and PFM in the simulation of surfaceand in-
terface phenomena. This is the main goal of the work. As supplememary
aim, atomistic morphology or structure of the surfacesand interfacesare

explored, giving the medanism behind the surfaceprocessest atomic level.

This work is divided into three parts. The rst part concenrated on the
electronicregimesimulation, rst-principles within density functional theory
(DFT) [5,6], dewlopingan e cien t approad for the virtual crystal approx-
imation (VCA) method [7]. DFT is widely usedfor the electronic structure
calculations of various material systems. Among the many numerical meth-
ods that are available to solve the (Kohn-Sham) equationsthat result from
DFT, the plane wave pseudomtertial (PW+PP) method will be used. As
for any basis set method, the computation time scalesstrongly with the
number of atoms. The upper limit that at presem can be readed using a
typical computer system,is somehundreds of atoms. To calculate the ma-

terial properties of solid solutions and alloys avoiding the large supercell,
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the VCA was adopted where the alloy atom can be descriked as a virtual
atom by averaging over its compositional atoms. Here the shortcomingsof
previous VCA approadies were overcome,thus providing the capability to
treat heterovalert atomsand improving the accuracy This work is meaning-
ful for multiscale simulations of crystal growth of an alloy in the sensethat
accurate calculations of solid alloys can be utilised to construct interatomic
potertials of the alloys for MD simulations. By application to heterovalert
solid solution BSPT (xBiScOs{(1-x)PbTiO 3) the validation of the approat

is proven.

The secondpart introducesa way to connectthe rst-principles simula-
tion with the KMC simulation of epitaxial growth and glasscorrosion. Here,
the energeticsof surfacessud asthe step and kink formation energyof vic-
inal surfacesand the chemisorption energyare calculatedby rst-principles,
giving the atomistic morphology of di erently terminated surfaceswith the
medanism of the characteristic processest an atomic scale. Utilising these
guartities as well as experimertal data KMC simulations are performedto
obtain the morphology of epitaxial growth on the mesoscopicscaleand the
dissolutionrate of glasscorrosion. The resultsfrom rst-principles simulation
for the epitaxy of the Si(001)vicinal surfaceand from both rst-principles and
KMC simulations for the glasscorrosionof multicomponert silicate mineral

diopside(CaMgSiOg) and akermanite (Ca,MgSi,O-) surfacesare presered.

In the third part the enbeddedatom method (EAM) MD [8,9] was em-
ployed to calculatethe material parametersof a metal in crystalline and lig-
uid forms and at its solid-liquid interfaces. Theseparameterswill be utilised

by PFM simulations for studying the morphology of encourtered during and
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after crystal growth. Calculated properties comprisethe melting tempera-
ture of the crystal, the di usion constarts of the liquid, kinetic coe cien ts
during crystallisation and interfacial free energiesof solid-liquid interfacesto
Al and Ni metals, obtained usingthe EAM potertials, which were previously
built by tting the rst-principles data and/or experimertal data. Someap-
proadhesto improve the previousmethods are preseited. Sincetypical scale
simulations are all involved in the work, this work can cortribute to the con-
struction of a more completemultiscale simulation framework for the crystal
growth.

To summarizethe proceedingin this thesisin survey it consistsof three
chapters. In the rst chapter, the improved VCA approad and application
are descriked. Secondand third chapters presen the e orts/steps for con-
necting the rst-principles calculations with the KMC formalism, and the

MD approad to modelling with the PFM, respectively.
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Chapter 1

An ecien t virtual crystal
appro ximation approac h for

bulk solid solutions and alloys

The material properties of solid solutions and alloys have been widely
studied both experimentally and theoretically throughout material science.
Especially ferroelectric ceramicscorrespnd to a typical material classfor
which most of the realistic applications are implemerted by solid solutions.
To treat sud material systemswithin rst principles methods, there exists
two ways: super cell (SC) method and VCA method. Firstly, it is necessary
to mertion the advantage and shortcoming of both methods. The former
can gives more correct results but requires more computational resources
comparedwith the latter. The issueof correctnessis related with the fact
that the SC method can descrile the local interaction betweentwo atoms

which consistthe virtual atom but VCA method can not do that. It is clear
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14 Virtual crystal appro ximation

that the e ectivenessof the calculation is connectedwith the fact that the
super cell may cortain many unit cells comparedwith the primitiv e unit
cell of the VCA method. In year 2000, seeral modern VCA approades
were deweloped with their own advantagesand shortcomings. Here mainly
two issuesare considered:capability of treating the heterovalert atoms and

accuracyof the calculation.

Let's considersud approadessimply. The simplestVCA approad will
be the simple mixing of the pseudomtentials [10,11]. In practice, this is
performedthrough the averaging of the matrix elemens in reciprocal space
(Fourier momenium space). The advantage is the simplicity but it is not
su cien tly accuratein somecases.The reasonof the incorrectnesss mixing
of only the potentials. Ramer and Rappe dewloped more accurate VCA
approad through performing the averaging at the level of atomic calcula-
tion, wherethe averagingof eigervaluesof valenceorbitals, Coulormb nuclear
potentials, core charge densities and wave functions are performed. The
shortcomingof this method is not to be ableto treat the heterovalent atoms;
their method only createsthe pseudomtential of the virtual atom composed
of homovalert atoms. The weighted averagingmethod of Bellaiche and Van-
derbilt [12] gives another capability to realize e ective VCA approad. Its
advantagesare ability to treat the heterovalert systemand generality to ap-
ply to all kinds of rst principles pseudomtentials. Howewer, this method
can be consideredalsoas a kind of simple mixing of pseudomtertials in the
caseof the norm-conservingtypes, though the additional averaging process
(with respect to a kind of wave functions, Q(r)), is performedin the case

of ultrasoft pseudomtential. Therefore, the resulting valuesin the caseof
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complexheterovalert systems[7] shaov small deviation from the SC and the

experimertal values.

Through the simple explanation of the previousVCA approatieswe can
nd that the accuracyof the calculationimprovesaccordingto the level of av-
eraging: more averagingapproad can make more reasonableresults. Hereit
is necessaryo carefully considerthe procedureof constructing the Kleinman-
Bylander (KB) [13,14] nonlocal separablepseudomtential, in the form of
which the pseudopotertials [15{20] are generallyused. Transformation from
the semi-lacal into the KB nonlocal pseudomtential is performedby adopting
angular-momenum dependert nonlocal projectors, which in principle may
be an arbitrary complete set of functions. Usually the pseudowave func-
tions of isolated pseudoatoms are usedas sud a set of functions [21{23]. To
avoid the problem of ghoststatesand to improve the transferability, multiple-
projector formalism hasbeendewloped [24,25]. In this cortext it is essehal
to realize that an arbitrary set of functions can be usedfor constructing a
KB pseudomtertial, exceptfor the condition that the setis complete and

orthonormalized.

Based on the above consideration we propose an approad where the
pseudowave functions aswell as the ionic pseudomtential of pseudoatoms
are averaged,with imposingthe norm-conservingcondition of the averaged
wave functions. We demonstratethat this approad allows us to solwe the
previously encourtered di cult y in treating heterovalert atoms in Ramer
and Rappe approat with the reasonableresults. And also this approat
hasthe advantage that it is very simpleto apply. We applied this approad

to the structural, electronic, electrical and elastic properties of (1-x)BiScOz{
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xPbTiO3; (BS-PT) investigatedin previouswork [7] by weighted averaging
VCA.

1.1 Computational formalism

1.1.1 Main formalism

The rst step consistsin performing all-electron calculations of the iso-
lated atoms. From this one obtains the all-electron potertial, wave func-
tions and eigervalues, which are required to construct the norm-conserving
pseudomtential. Afterwards the pseudowave functions and the semi-lccal
pseudomtertials are generatedfrom the all-electronic quartities.

The next stepis the averagingof the descreene@ngular momertum (I )

dependent ionic pseudomtentials,
VA = xR0 + (L )V () (1.1)

where V" (r), V°"® (r) and V/°"V*(r) are | componerts of the ionic
pseudomtertials of atom A, atom B and the virtual atom A,B; «, respec-
tively [10,11].

When theseionic pseudomtertials are usedin calculationsof poly-atomic
systemssud as solids and molecules,they are transformedinto the sum of
an |-independer local part and I-dependert nonlocal parts. In semilocal
formalism, the pseudopmtertial operator is written as follows:

07 = Vi« VPR (1.2)
|

where V'°%(r) is a local pseudomtential, V" (r) = V/°'(r) V'°(r) are

nonlocal pseudopmtertials and B are projection operators, which pick out
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the I-th componert from the subsequenwave-function. The pseudoptertial
operator VPP s called a semilocal operator in the sensehat it is local with
respect to the radial coordinate r, but nonlocal with respect to the angular
coordinatesf.

In the KB formalism, the pseudomtential operator can be written in a

fully nonlocal represemation asfollows:
VPP = vioo(ry + 5 j iiBjhj; (1.3)

1]
where (r) are suitably chosenprojection functions which are strictly lo-
calisedwithin the corecuto radius and Bj; is the integer value matrix. We
shaw the detailed transformation of the semilocal pseudomtertial into the
fully nonlocal pseudomtertial in the Sec. 1.1.2. Kleinman and Bylander
proposedthat the pseudowave functions, 2.(r) = R2(r)Yim(f), whereR(r)
are radial wave functions and Y, (f*) are sphericalharmonics,canbe usedas

set of appropriate projection functions [13,14]i.e.:

Im Im

h Bl Vi il

VPP:VIOC(F)+X j Vi o.ih D VIJ

Im

(1.4)

At this point it is essehal to understandthat this expressiorfor the projec-
tion functions remainsan appraximation, since9P? 2 = VPP 0 s valid

for an isolated atom, but usually $?? ' VPP for a poly-atomic systen?.

Howewer, the e ect of this di erence on the pseudowave functions can be

INote that this construction is still fully along the lines of the KB formalism, which
only requiresthe set of projection functions to be complete, orthonormalized and localised

within the core cuto radius.
2The reasonfor this is that the chemical ervironment of the latter di ers from the one

in an isolated atom.
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assumedto be just a perturbation, sothat the appraximation is certainly a
reliable one.

Now equation (1.4) can be rewritten basedon the radial wave functions
RP(r) asfollows [21]:

vPP_ loc X i KBiKB KB;
= V'(r) + ] iE""h (1.5)

Im mJ;
Im

wherethe KB eigervectors [£B(r) and KB energyE[® are expresseds:

KB _ KB _ V|(r)R|°(r) )
200 = Yin ORI () = Yin O R g v+ (010
i r r3jR2(r)j% Vi(n)j?
EIKB ) J | 17 | J . (1.7)

o drrARADE ()

As shown extensiwely in the literatures, the pseudomtential matrix in
momertum spacecan be designedsud that the construction time and mem-
ory costof the matrix can be reducedlargely. The matrix elemeits are then

given as follows:

X
K jPPPiKY = 4 EXBP cogkK 9

| Zl Zl

dr fi (r) dr fro(r) (1.8)
0 0

whereK = k+ G and f (r) = r?j;(Kr)RKB(r). Moreover, k is the special
point in the irreducible Brillouin zone,G is the lattice vector in reciprocal
space, is the volumeof the unit cell, KK is an anglebetweenwave vectors
K and K° P, is the I-th Legendrepolynomial and j, is the I-th spherical

Besselfunction.
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Here we proposethat the averagingof the pseudowave functions can be
usedas pseudowave functions of the virtual atom, asfollows:
Oy _ 0; 0; .
RVA() = xR (r)+ (1 x)RP®(r) : (1.9)
At this time, sincethe normalisation condition of the wave functions is lost,
we imposethe normalisation to them asfollows:

RVA()= R R
[ o dr raRYMA()j212

(1.10)

Then, RP(r) in equationsEq. 1.6and Eq. 1.7 hasto bereplacedby RYA(r).
The physical motivation for this is the following: Sincethe Sdredingerequa-
tion is non-linearwith respect to the eigen-functions,the linear combination
of the eigen-functions(R)'#) is not an exact eigen-function of the linear
combination of the potentials (V,Y*). Howeer, it is justied to assumethe
di erence to the exacteigen-functionto be small. Moreover, the exacteigen-
functions of V\¥# in the ervironment of an isolated virtual atom are actu-
ally no longer accurate ones, when the virtual atom is put into a solid or
a molecule. Therefore the linear conmbination of the pseudowave functions
taking into accoun the mixing ratio should t ewen better to the poly-atomic
ernvironmert than the exact eigen-functionof the virtual atom in an isolated
ervironmert.

This approad as outlined above has the advantage, that it is easyto
implemert for heterovalert atoms becauseit doesnot require to sole the
Sdiredinger equation for the virtual atom. When applying this approad,
note that the maximum angular momertum number |y, up to which the
semi local pseudomtertials are generated, must be the samefor all com-

ponert atoms. Moreover, unbounded states must have the samel, as well.
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In ab initio calculation of solid solutions basedon this VCA approad, the
virtual atomic number of the virtual atom hasto be averagedas ZVA =

xZA+ (1 x)ZB, aswell.

1.1.2 Transformation of pseudop otential

In this section we shov how to transform the semilocal pseudomten-
tials into the fully nonlocal pseudomtentials by using an orthonormalized
completeset of projection functions.

The semilocal pseudomtential operator can be written asfollows,

K X
e = Yimi Vi(r)hYimj (1.11)

I=0 m= |
wherewe do not considerthe local part becausehoseare the samefor both
semilocal and nonlocal formalism. Then, the matrix elemen in momerium
spaceis asfollows,

Z,

| X
Ve (K K9 = dr r?mKjYimie Vi(NHYimjK %0 (1.12)

im O

wheref and ° are angular coordinates of position vectorsr and r° respec-
tively.

Any orthonormalized and completebasisset,

X . . . . .
jiihj=1, hyjji= (1.13)

Eq. 1.13can be put into Eq. 1.12, and then the matrix elemen can be
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divided asfollows,
X Z1 X X

Vi B(K; K9 = dr r? HKj iih ijYimie VI(r)  WYij jipch jjK9
im O Zi j
X X 1
= hKj i drr? ™(r) Vi(r) {™(r) h ;iK%
i Im 0
= I’K] il Vijlmh JJKq
i Im
= Kj iVyh K9 (1.14)
'p R,
where i(r)= |, I™()Yim(®and V™= drr? [™(r) V(r) [™(r).

1.2 Application to BSPT

The results we preser in this work concernon the electronic, structural,
electrical and elastic properties of the perovskite piezcelectric solid solution
bismuth scandinate-leaditanate, (1-x)BiScOs{xPbTiO 3, which wasalready
investigatedby both rst-principles [7] and experimerts [26,27]. Sinceit was
discoveredrecerly, it is proved that BS-PT single crystal near the morpho-
logical boundary (MPB) region possessea signi cantly high Curie temper-
ature and good piezcelectric properties. Becausethere are not the appli-
cations to the heterovalent systemsby rst principles VCA method except
the BS-PT, we verify the validation of our improved VCA method through
the comparisonwith previouswork [7]. Moreover, we display the additional
properties of BS-PT which was not mertioned there.

The construction of pseudomtertials is performedby using Opium pack-

agé€, which adopts the optimised norm-conservingpseudomtertial with de-

3Features of Opium padkage: atomic structure calculation, generation of norm-
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signednon-local potertial approad suggestedy Rappe, et al. [18]. Heretwo
pairs of atoms, Bi-Pb and Sc-Ti, are consideredasthe virtual atoms. Perdew-
Zungerformalism [28]for local density appraximation (LD A) exdhange-correlation
functional is used. As stated in Ref [7], Bi-Pb and Sc-Ti are the pairs of
neighbouring atoms in the Periodic Table and Bi-Sc and Pb-Ti pairs have
the sametotal nominal ionic charge of +6, allowing them to be mixed in
arbitrary proportions. The valenceelectronic con gurations of atoms used
in this work are as follows: Bi: 5d'°, 6, 6p°, Pb: 5d'°, 6¢, 6p?, Sc: 3¢,
3p°, 3d}, 4<, Ti: 3%, 3p°, 3d?, 4 and O: 28, 2p*. The implemertation
for the crystals is performedby using ABINIT 5.2.4[29] with the following
parameters: cut-o energy 45 Ha, Monkhorst-Padk special k-point setsare
(4 4 4) for structural optimisation, (6 6 6) for dynamical calculation
and (4 4 10) for polarisation calculation of tetragonal phaseby Berry-
phasemethod. The structural relaxation is ewlved until the residual force
is smallerthan 10 ® Ha/Bohr.

1.2.1 Structural prop erties

Firstly we verify that the Vegard'slaw with respect to the lattice con-
stants is satis ed well. In the caseof BS, due to the large di erence of ionic
radii of Bi and Sc, its cubic phaseis very instable so that the experimen-
tal value is not available, being not able to comparewith the experimertal
values. Table 1.1 shaws the results and the tting into Murnaghan's state

equation. From Table 1.1, it is found that the lattice constarts simulated

conservingtype pseudoptential and capability of usingin ABINIT padkageby converting

into fhi format, http://opium.sourceforge.net/index.h tml
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by optimisation satisfy the Vegard'slaw within allowable error and onesob-
tained by tting into Murnaghan's state equation are also agreedwith the

law. Mearwhile the bulk moduluseshave properly averagedbehaviour.

Lattice constart (Bohr) Murnaghan

Calc. Ave. a (Bohr) | Bo (MBar) | B3
BS 7.611 7.611 7.615 6.635 5.194
0.75BS-0.25PT| 7.575 7.567 7.563 7.054 5.905
0.5BS-0.5PT 7.520 7.523 7.517 7.412 4.655
0.25BS-0.75PT| 7.485 7.480 7.484 7.556 4.757
PT 7.436 7.436 7.441 7.815 4,284

Table 1.1: Cubic lattice constaris optimised and tting into Murnaghan's

state equation, where Ave. meansaveragingvalues.

Then we get the optimised tetragonal lattice parameters,which include
the relaxed atomic positions, lattice constaris a and c or tetragonal ratio
d = c=a The calculated valuesare displayed at Table 1.2, where BS-PT is
consideredat x=0.5 and E is the di erence energyrelative to their equilib-
rium cubic phase.In ABO3-type perovskite, the relaxed atomic coordinates
relative to A site are shavn in units of c. Note that the atomsare relaxedin
direction of z axis in tetragonal phaseand the ideal cubic perovskite coordi-
natesare z(B) = 0:5, z(Oy; Oy) = 0:5and z(O,) = 0:0. Our tetragonal ratio
d (1.087) in BS-PT(x=0.5) is rather better than the previous one (1.114),
from the fact that the experimenrtal valueis 1.023in x=0.64. Moreover our
value is very closeto the SC one (1.079). The order of atomic relaxation is

similar to the previousresults. Howewer Es are larger in magnitude than
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the previousvalues. Theseresultssuggestthat the cubic-perovskite structure

is not a very natural onefor BS which is mertioned in the previouswork.

This work Previouswork? Exp.
BS BS-PT| PT | BS BS-PT PT |PT®|BS-PT?
(VCA)|(SC) (x=0.64)
a (Bohr) |7.182 7.415|7.3737.113 7.244 7.2937.373
c (Bohr) [9.270 8.061|7.8069.140 8.070 7.6507.852
d=c/a 1.2911.087|1.0591.285 1.114/{1.0791.0491.065 1.023
z(B) 0.571 0.569|0.5400.573 0.571 0.5350.538
z(Oy, 0y)0.730 0.672/0.6210.729 0.682 0.6060.612
z(O,) 0.174 0.129/0.1020.177, 0.145 0.0940.117
E (eV) |-1.72%-0.935-0.6591.124-0.376-0.4720.06(

2 Ref[7], ° Ref[30]

Table 1.2: Lattice parametersof tetragonal phaseobtained by full optimi-

sation, wherethe relaxed atomic coordinatesrelative to A site are shavn in

units of c. In the caseof theoretical works BS-PT was consideredat x=0.5.

1.2.2 Electronic prop erties

We calculate the band structure and density of statesin cubic lattice,

where the lattice constarts optimised by this work are used. Through the

analysisof band structure and density of states,we can nd the fundamenal

role of the individual atoms in the structural instabilities. Sud explana-

tion can be also performed through the valenceelectronic charge densities.
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Figure 1.1: Band structure of the compounds near the band gapsfrom to

X point.

Fig. 1.1 shaws the band structure near the band gapsfrom to X point.
Through Fig. 1.1 we can nd the proper averaging behaviour of the band
structures. Howewer the band-gapsare not well averagedas the previous
works also mertioned the fact. In someworks [31], the line of band-gapsin
solid solution semiconductorss usually nonlinear along the concertration of
the componert. Through the band structures along the concetration, we
can verify that the band structures of solid solutions calculated by using our
approad are well averagedin the cortext of the overall tendency exceptthe

band-gaps.

We then obsene the partial density of states(PDOS), which are shown in
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Figure 1.2: Partial DOS of BS (top panel), BS-PT0.5 (middle panel) and
PT (bottom panel), respectively. In the middle panelBP and ST meansthe
pairs of Bi-Pb and Sc-Ti.

Fig. 1.2. In the part under-20eV, wecan nd that there aretwo peakswhich
are originated from B site atom 3s state and 3p state hybridising with O 2s
and 2p states. Theseenergyof peaksgo downward gradually as mixing ratio

X is increased. This shaws that the role of the 3sand 3p electronsof B site



Application to BS-PT 27

atoms in ferroelectric instability is gradually wealker asthe concenration of
PT isincreased.In the interval (-25eV, -5eV), we nd the di erent two facts
that the band from O 2sis downward and the bandsfrom A site 6sand 5d
statesare upward, asthe concertration of PT is increased.Consequetly we
can concludethat the role of 6sand 5d electronsof A site atomsgetsbecome
more important but 2s electronsof oxygen atom wealer for the ferroelectric
instabilities, as the concettration of PT is increased. The most important

part in this analysisis the detailed feature of the band gap region, (-10eV,
10eV).In the caseof BS,we can nd clearlythat the hybridisation betweenBi

6p and O 2p orbitals plays moreimportant role in the ferroelectric instability

than the hybridisation between Sc 3d and O 2p orbitals, while in the case
of PT the hybridisation betweenTi 3d and O 2p orbitals plays the role of
instability. In other words, A site metal atom plays an important role in

the ferroelectric propertiesin BS, but the B site transition metal atom plays
sud role in PT. Furthermore, we nd the proper averaging characteristics

betweenthe PDOS of BS and PT in the solid solution BS-PT (x=0.5).

In order to seart the change of charge densities as the concettration
of PT is increased,we obsene the line density in the directions of [001]
and [111] (Fig. 1.3). We can nd that the charge density around the A
atoms s gradually decreasedbput the chargedensity around the B atomsis
increasedfrom BSto PT. This factisre ected in the e ective chargewhich is
consideredthe following section. The e ect of Bi atom on the chemicalbond
is stronger than the Pb atom, which is already mertioned in the analysisof

band structures.

We emphasisehat it is possibleto calculate and analysethe reasonable
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Figure 1.3: Electronic chargedensitiesin the [001]and [111]directions of BS
(left panel), BS-PTO0.5 (middle panel) and PT (right panel).

electronic properties of the solid solutionsdirectly, while it is not possibleor

dicult in the casesof SC and weighted VCA.

1.2.3 Physical prop erties

Basedon the fully optimised tetragonal lattices, we calculate the spon-
taneouspolarisations, Born e ectiv e chargetensor, elastic tensor and piezo-
electric tensorswithin modern density functional perturbation theory [32].

The electronicpart of the polarisation can be calculated by Berry phase
method. It is well-known that we can calculate the polarisation di erence
between two states of the same solid, under the necessarycondition that
the crystal remains an insulator along the adiabatic path that transforms
two statesinto ead other. The magnitude of the electronic polarisation of
a systemin one state is de ned only modulo ec=, wherec is the shortest
real-spacedattice vector. The electronic polarisation di erence betweentwo
crystal states is expressedas P = P®( ,) P®( ;). We calculated the

polarisations along the adiabatic path that the crystal transforms from the
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Figure 1.4: Polarisationsin adiabatic path.

certrosymetric state (atomic positions are not relaxed) to the ferroelectric
state (atomic positions are relaxed) and estimated the di erences between
the certrosymetric state and ferroelectric relaxed state. Here the atomic
positions of the intermediate statesare estimatedlike, X = Xg+ (Xejax
Xo); 0 < < 1), where is an adiabatic path parameter, Xq is the position
in certrosymetric state and X, ¢jax IS relaxed position. Here the polarisation
di erences along the adiabatic path should be linear. The linearity of the
polarisation di erences along the adiabatic path is shovn in Fig. 1.4. In
Fig. 1.4, we also nd the good averagingbehaviour of BS-PT's polarisation
di erences betweenBS and PT.

Table 1.3 shaws the spontaneous polarisations of the compounds. Our
valuesof BS (1.251) and BS-PT (1.074) are larger than the previous work
(0.93, 0.92) [7] but the averaging behaviour is good. Sincethe polarisation
is strongly dependernt on the structure and our atomic relaxation is rather

strong than Vanderbilt's one, our larger valueswere already expected.
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This work | Previouswork | Exp.
BS 1.251 0.93 {
0.5BS-0.5PT(VCA) | 1.074 0.92(VCA)2 | 0.32(x=0.64)2
1.06(SC} 0.74(thin Im) P
Average 1.070
PT 0.889 0.8% 0.75

3 Ref[7], ° Ref[26], © Ref[30]

Table 1.3: Spontaneouspolarisation (C/m ?2)

As mertioned previously the largest cortribution to the polarisation
comesfrom the displacemen of Bi relative to its neighbouring O ions (O
and Oy ions). Wecan nd that the relative displacemen (0.159) of Bi in our
work is a little larger than the previouswork (0.146) in table 1.2. Here we
emphasisehat the polarisation of the BS-PT is very well averagedbetween
BS and PT and moreover agreesalmost with the SC value (1.06). Generally
the experimertal spontaneouspolarisation is measuredin polycrystalline ce-
ramics and the polarisation of polycrystal is smaller than the one of single
crystal. Thereforeit is necessarnyto establishthe theoremfor predicting the

spontaneouspolarisation of the polycrystal from the one of single crystal.

Next we considerthe Born e ective charge tensor of the compounds in
table 1.4. Firstly we cancon rm that the chargeneutrality condition is also
satis ed, P w Z (m) = 0,indicating that the calculationsarerelatively fully
corvergedwith respect to computational conditions. We obsene that the

averagingof the e ectiv e chargesis reasonablegspecially for A virtual atom.
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Therefore we can say that within VCA method the averaging behaviour of
Born e ective charge occurs. In fact, we can expect sud result from the

well averagedpolarisation values. Our results for PT are a little di erent

Z | Z,, Z,,
A|B|O | O | O | A|B | O] O
BS 5.72|3.26| -2.89 | -3.34| -2.75| 2.90| 4.47 | -1.99 | -3.38

BS-PT |4.82|4.73|-4.09| -3.03| -2.43| 3.18| 5.13 | -2.07| -4.17
Average | 4.78| 4.92| -4.21| -3.03| -2.46| 3.16 | 5.03 | -2.07 | -4.06

PT 3.83| 6.58| -5.53| -2.72| -2.16 | 3.42| 559 | -2.14| -4.73
BS? 2.90

BS-PT @ | 4.26| 5.27| -4.47 | -2.77 | -2.29

PTP 3.74]16.20| -5.18| -2.61| -2.15| 3.52| 5.18 | -2.16| -4.38

2 Ref[7], © Ref[30]

Table 1.4: Born e ective charge tensor in tetragonal phase, where Z,,
I Z,, meansthat Z,, (Ox) is replacedwith Z,(Oy) and vise versa, and
Z,,(Oy)=Z ,,(Ox). Upper part is for this work and lower part is for ex-
perimertal work. In the caseof BS-PT, x are 0.5in this work and 0.7 in the

experimertal work, respectively.

from the previousones,becauseours were obtained from the lattice constar
(7.43 bohr) optimised in this work but latters from the experimertal (7.50
bohr). It is usefulto considerthe e ective chargesinto the perpendicular
part (Zuy; Zyy ! Z») and parallel part (Z,, ! Zy) to the Z axis. In Z,,
it is found that the deviation from the nominal value is large for Bi (+3 !

+5.72) of BS, Ti (+4 | +6.58) of PT and O, (O, and0Q,) (-2! -5.53,-3.03,
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-3.34) of three compounds. Mearnwhile alsoTi (+5.59) of PT but Sc(+3 !

+4.47) of BS and Oy (O,) (-2! -4.73,-4.17,-3.38) are large in Zx. From
the fact that the deviation of e ective charge from the nominal ionic charge
is rised by orbital hybridization (charge transfer) and through the view of
perpendicular part area where the atomic relaxation were not allowed, we
can nd that there exist the hybridization between Bi atom orbitals and
O, orbitals and thereforeBi atom plays more important role in ferroelectric
instability than Sc atom in BS, while in the caseof PT, Ti and O, atoms
play sud role and Pb atom plays an assistan role. And through the parallel
part, it canbe concludedthat the role of B site atomsand O, increasesvhen

the atomic relaxation is performed.

Ci1 | Ci2 | Ciz3 | Ca3 | Caa | Cgp

BS 2.00| 0.72| 0.77| 0.91] 0.48]| 0.67
BS-PT 2.47,0.87|0.93|0.92| 1.39| 0.80
PT 2.68|1.06| 0.86| 0.87] 0.51| 0.93

BS-PT Exp.2 | 1.26| 1.06| 0.99| 1.00| 0.49| 0.41
PT Exp.P 2.37,0.90|0.70| 0.60| 0.69| 1.04

PT Calc® | 1.33]0.85|0.89| 0.93| 0.80| 0.93
a Ref[27], P Ref[33]

Table 1.5: Elastic sti ness tensorin tetragonal phase(unit:  10?GPa). Up-
per part is for this work and lower part is for previouswork. In the caseof

BS-PT, x are 0.5in our work and 0.57in experimertal work.

Then we calculatethe elastictensor of compounds,which is a fourth-rank

tensor orginally but is reducedto the sixth-rank matrix by Voigt notation.
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In perovskite tetragonal phase(P-4mm spacegroup), there are only 6 inde-
pender elemertts. The elastic property of BS-PT can be comparedwith the
experimertal values,exceptthe C44 which is much largerthan the experimen-

tal value. (Table 1.5) In table 1.6, the piezcelectric responseproperties are

strain (C/m 2) stress(pC/N)

€15 €31 €33 dis da1 das
BS 164 | -0.68| -1.38| 34.18 | 3.43 | -20.93
BS-PT (x=0.5) 13.72| -0.94| -3.05| 98.53 | 15.12 | -64.08
PT 568 | 1.61| 4.44 | 111.30| -13.33| 77.06
BS-PT (x=0.57) Exp2 | 16 | -6.6 | 13.6| 330 | -550 | 1150
BS-PT (x=0.7) Calc? | 7.25 168
PT Calc’ 5.65 | 1.87 | 3.68
PT Exp.@ 4.4 2.1 5.0 53 -4.4 51

2 Ref[27], P Ref[7], ¢ Ref[30], ¢ Ref[33]

Table 1.6: Piezcelectric tensor in tetragonal phase where \strain" means
piezcelectric strain tensorand \stress" meanspiezcelectric stresstensor. Up-

per part is for this work and lower part is for previouswork.

shavn. Herewe concertrate on the e;5 and d;5 which measureghe changeof
polarization perpendicular to the z axis induced by shearstrain and stress.
In our casee;s (13.72C/m?) is much closerto the experimertal value (16
C/m?) than the previousone (7.25 C/m?) and alsod;s is su ciently large.
If we perform the calculation at MPB (x  0.67), we think that the result
will be more closerto the experimertal value but in this work it is su cient.

Anyhow we canconcludethat the piezaelectricresponseproperty of BS-PT is
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good at leastconcerningthe shearstrain, comparedwith the PZT (e;5=7.58
C/m?).

1.3 Summary and discussion

In this work, we proposedthe e cient VCA approad capableof treating
the heterovalert atoms and investigated the overall material properties of
the perovskite ferroelectricssud asBS, PT and their solid solution BS-PT.
The material properties cortain the electronic properties (band structure,
partial DOS, and valence electronic charge density), structural properties
(equilibrium cubic lattice constan, tetragonal lattice parameterswith the
relaxation of the atomic positions) and physicaltensors(Born e ectiv e charge
tensor, spontaneous polarisation, elastic tensorsand piezcelectric tensors).
Most of results are reasonablygood comparedwith the previousresults and

the experimertal values.

The Vegard'slaw was well satis ed with respectto the cubic lattice con-
stants. Moreover, our value of tetragonal lattice ratio agreedwith the value
of super cell method though still far away from the experimertal value. Sut
agreemeh with the super cell method was also obsened in the spontaneous
polarisation of the compounds. Concerningthe electronic properties, it is
concludedthat the behaviour of the solid solution is generallywell averaged
from their parert compounds, except the band gaps. Also the calculated
elastic and piezcelectric tensors are reasonablecomparedwith the experi-
mental values, exceptfor someelemens. With respect to the piezcelectric

properties, it is necessaryto do more careful consideration.
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Compared with the previous result, it is emphasisedto obtain better
valusefor the tetragonallattice ratio and the spontaneouspolarisation, namely,
our calculatedvaluesare much closerto the super cell method than the pre-
vious ones. Moreover our approad can perform the direct calculationsand
their analysis of the electronic properties of the solid solutions but with
the previous method it is not possibleto do that becauseof the additional
\ghost" atoms. We considerthat this approad can be applied to the wide
sorts of alloys and solid solutionswithout any complicated processand with

reasonableresults.
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Chapter 2

Surface simulations by
rst-principles  and kinetic

Mon te Carlo metho d

In this chapter, the investigationshow rst-principles simulation can pro-
vide the information necessaryfor larger scaleKMC simulation are demon-
strated.

The rst work reports DFT calculations of step and kink formation en-
ergiesat vicinal Si(001) surfaces. The surfaceswere modeled by periodic
supercells. All required parameterswere obtained from rst principles, in a
seriesof simulations that rangesfrom bulk Si, over at surfacesto stepped
surfaceswithout and with kinks. The performanceof di erent typesof basis
setswas examined. A qualitative di erence betweenthe surfacemorpholo-
giesobtained within the LDA and GGA is obsened. The presenceof se\eral

typesof surfacereconstructionswas taken into accourt. The dependencyof

37
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kink formation energieson the kink angle was analyzed. The quartitativ e
values obtained in this work will be useful as input for the simulation of
surfacephenomenaby simulation tools that operate at a larger length- and

time scale.

In the secondwork, a systematic study of the silicate minerals diopside
(CaMgSi,Og4) and akermanite (Ca,MgSi,O,) are performed using ab initio
DFT. It wasobsened that the surfaceSi atom for diopside and the surface
Si and Mg atoms for akermanite after surfacerelaxation aswell as after hy-
droxylation have the samecoordination numbers as in bulk crystals. The
surfacecomplexesthat are the oxalate or bioxalate ions bondedto unsatu-
rated surfaceCa and/or Mg atoms form a hydrophobic layer on the surface
and thus protect the leading of metal cations from the glasssurface. This
provides a description of the medanism of glasscorrosioninhibition at the
atomic level: the chemisorption energy of oxalic acid being larger than the

physisorption energy of water, the former is the processthat will actually

happen.

In the third work, a kinetic model is proposedfor the simulation of ad-
sorption processe®n a glasssurfacein the presenceof oxalic acid, which is
subsequetty usedfor an investigation of strategiesto inhibit glasscorrosion
by meansof surfaceoxalate complexes.The behavior of individual adsorbing
speciesis resoled by a kinetic Monte-Carlo method (KMC). Kinetic param-
etersfor di erent processspeci cations were chosenfrom experimertal data
or were calculated ab initio by density functional theory (DFT). The simu-
lations point out that the surfacecomplexationoccursat pH < 8. Moreover

it reveals, that on the one hand the surfaceprotonation catalysesthe sur-
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face complexation,which caninhibit the glasscorrosion. On the other hand
the formation of magnesiumand aluminium surfacecomplexescatalysesthe
proton promoteddissolution. The overall e ect leadsto the inhibition of cor-
rosion at pH valueslessthan 5 for diopsideglassdue to formation of stable

calcium-magnesiunoxalate complexes.
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2.1 Energetics of stepp ed and kink ed vicinal
Si(001) surfaces from ab initio calcula-
tion

Si surfaceshave beenwidely investigatedover the past coupleof decades,
theoretically as well as experimertally. Due to their fundamenal role in
the majority of modern electronic devices,it remains usefulto examineby
computer simulations featuresof those surfacesthat are not yet completely
understood. Stepped and kinked surfacesare of specialimportanceto under-
stand and cortrol the epitaxial growth of Sisinglecrystals[34{38]. In orderto
getcompleteinsight in how to cortrol the surfacemorphologyduring epitaxy,
multiscale methods have recerly beendeweloped and appliedto Si epitaxial
growth. Examplesof sudy methods are a hybrid method conbining a con-
tinuum phase{ eld and a kinetic Monte Carlo (KMC) simulation [39], and
similar method [40] that usesa terrace-step-kink (TSK) [41] model. These
methods rely on a number of input parameters,for instancethe kink energy
that can be determinedby atomistic simulations.

It is well acceptedboth from simulations [42{50] as well as from ex-
perimertal obsenations [51{53] that at the Si(001) surfacedimerisation of
neighboring top surfaceatomsoccurs,in orderto minimize the surfaceenergy
The result is a reduction of the number of dangling bonds, while simultane-
ously large surfacestressis induced. Extensive rst-principles total energy
calculations [47] have allowed to rank the various surface reconstructions
accordingto increasingdimerisation energy as follows: symmetric p(2 1)

without budkling of the dimer, asymmetricp(2 1), p(2 2) andc(4 2) with
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buckling. Due to the surfacestressanisotropy, which is tensile in the dimer
bond direction and compressie along the perpendicular [110]dimer row di-
rection [54{56], the Si(001) surfacetends to break up into two degenerate
stressdomainswith monoatomicstepsor doubleatomic stepsastheir bound-
aries[54,57,58]. The dimer rows rotate 90 from oneterrace domain to the
next. According to the notation of Chadi [58], there are four typesof steps
{ Sa, Sg, Da and Dg{ where A and B label stepsthat are parallel or per-
pendicular to the upper terrace dimer row, respectively, while and S and D

indicate single and double atomic steps,respectively.

At a surfacewith single atomic steps,two di erent terrace domains ex-
ist that show alternating Sy and Sg steps. STM experimerts [59{62] shav
that the Sp step is smooth, while the Sg step cortains a lot of thermally
excited kinks. A surfacewith double atomic stepsis a single domain sur-
face. Eadc terrace domain appearsin one of the before-metioned Si(001)
surfacereconstructions. Consideringa miscut angle of the vicinal surfacein
the [110]direction, it was obsened that singlelayer stepsform under about
1.5 while double layer stepsappear for 1:5 6 . The atomic morphol-
ogy of vicinal surfaceshave beeninvestigatedby simulations with empirical
potentials [57,63{70]and by rst-principles methods[71{76],and wereexper-
imentally obsened by scanningtunneling microscopy (STM) [59{61,77{84]
and low energyelectrondi raction (LEED) [62,85{90].

Surfaceenergeticssud asthe surfaceenergyor step and kink formation
energiesgovern the thermodynamic behavior of a surface. In general,it is
di cult to measurea surfaceenergyexperimertally, and thereforetheoretical

methods are the preferredalternative. To simulate the surface,the supercell
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approximation is commonly adopted: atomic slabs alternate with vacuum
and build in this way a 3D periodic structure. Due to the large number
of atoms included in the supercell model of a vicinal surface,the accuracy
that can be achieved with rst-priciples simulations is restricted by the long
computation times. This raisesthe questionof the reliability of sud calcula-
tions. Previously obtained step and kink energiedor vicinal Si(001)surfaces
show very di erent values, strongly depending on the adopted potertial in

the empirical methods [58,69,91{93] and on calculation parametersin the

rst-principles [72] calculations.

Using the supercell model for a surface,there are two methods to get the
relaxed surfacestructure: either one allows the atoms of both the top and
bottom layersto relax, or the bottom layer is passiated with hydrogenand
frozen while only the top layersrelax. The former method requiresa larger
slab thicknessin order to decouplethe two surfacesfrom ead other, and is
thereforelesse cient in terms of computer time. The secondmethod runs
into the problem of taking into accoun the surfaceenergyof the hydrogen
coveredbottom surface.Recerttly, Stekolnikov et al. [49] proposedan e cien t
approad to estimate the surfaceenergyof a hydrogen covered surfaceand

appliedit to variousreconstructionsof at group-IV semiconductorsurfaces.

Meanwhile, there is a debateon how to determinethe bulk atom energy
that is neededfor the calculation of a surfaceenergy Usually the bulk atom
energyfrom a separatebulk crystal calculation is taken. This method intro-
ducesa mild systematicerror due to the di erent e ective accuraciesn the
slab and bulk calculations[50]. To avoid this error, it hasbeenproposed[50]

to t the total energyof the slab supercellasa function of slab atomic layer.
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This was applied in Ref. [50]to study Si surfaces,without H-passiation.

In the presenn work we conmbine H-passiation with a bulk atom energy
calculatedby varying the slab thickness,in order to obtain the surfaceener-
getics of a vicinal Si(001) surface,and this with two rst-principle methods
with a di erent intrinsic accuracy We aim to nd out how the kink forma-
tion energiesof both single-layer and double-layer stepped surfacesdepend

on the anglewith the direction parallel to the step edge('kink angle’).

2.1.1 Metho dology and computational details

In the presen work, we createa kinked vicinal surfaceusing information
from rst-principles simulations only. First the equilibrium bulk crystal lat-
tice constart for Siis determined. A supercell for a slab with this lattice
constart is constructed, and various surfacereconstructionsare considered:
unrelaxedp(l 1), relaxedp(1l 1), symmetric p(2 1), asymmetricp(2 1),
p(2 2) and c(4 2).Then we build slab supercell models for various vicinal
surfaces,including a surfacewith simultaneouslya Sy and a Sg single-layer
step (Sa-Sg, seeFig. 2.2), and with Dp or Dg surfaces.Then we build slab
supercell modelsfor various vicinal surfaces,including a surfacewith simul-
taneouslya Sy and a Sg single-lajer step (Sp-Sg, seeFig. 2.2), with D and
Dg double-layer steps,and stepped at (= not vicinal) surfaces,ncluding a
surfacewith a eithera Sy or a Sg step. Note that it is not possibleto build a
single-lgyer step vicinal surfacecortaining only Sy or Sg steps,becausehe
directions of dimer on lower terrace and upper terrace are di erent. Both
stepshave to be conbined in on surface,which will lead to additional calcu-

lations for at stepped surfacesin order to obtain the formation energyfor
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an individual Sp (Sg) step. Finally, vicinal surfaceswith kinked stepsare
simulated, and this for di erent kink angles. At ead stagein this procedure,
the se\eral layers of atoms at and underneaththe surfaceare allowed to re-
lax (how many dependson the supercell). In this way we obtain the atomic
morphologyat eat stage,aswell asof the surfaceenergeticssud assurface,
step and kink formation energies.

In orderto calculatethe surfaceenergyof Si(001) reconstructedsurfaces,
modeledby a slabsupercellwith H-passiation at the bottom surface,we need
to know the surfaceenergyof a H-covered surface,E! ., and the chemical

surf s

potentials of Siand H atoms, s; and 4 [49]:

1
Edurf = . Eee™ siNsi  wNuw  Ef¢; (2.1)

whereEg, " isthe total energyof arelaxedSi(001)(n m) slabsupercell,and
Ns; and Ny are the number of Si atomsand H atomsin the slab. Howewer,
if we would calculate the energygain per 1 1 cell of a relaxed surfacewith

respect to the unrelaxedsurface,

1 el
E" M= S (ER ™Y EL™): 2:2)

whereE[, ™ "¢ is the total energyof an unrelaxed(n m) slab supercell,

then we can obtain the surfaceenergyof relaxed(n m) (001) surfacesfrom

1 1; unrel

the surfaceenergyof unrelaxedp(1 1) surfacesE,; , asfollows:
Edrl = Equr "% E" (2.3)

Note that since we do not considerreconstructionswith missing atoms in
this work, there is no changein the number of Si atoms betweenunrelaxed

and relaxed surfacesin equation 2.2.
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The surfaceenergyof an unrelaxedp(1 1) surface,EZ, T "™, must be
determined previously, using a slab without H-passiation:
. 1 .
Eiur%’ unrel _ (E&)t 1; unr el SiNSi): (24)

T2
The chemical potential of a Si atom is unknown, and is often appraximated
by the energyper atom in a bulk Sicrystal. Instead, we adoptedthe so-called
slab method [50], in which the surfaceenergyand chemical potertial of a Si
atom are determined simultaneously by a linear regressiont of the total
energiesas function of the number of atomic layers (or number of atoms) in
the slab:

Et%)t 1; unreI(NSi) — SiNSi + 2El 1; unrel; (2.5)

sur f

where EL ¥ ""¢(Ng;) is the total energyof a two-sidedsupercell slab (no
H-passiwation), which should be a linear function of the number of atomic
layersin the slab.

After determination of this surfaceenergy we can now calculate the sur-
faceenergyof a H-covered bottom surfaceusing equation 2.1 inversely The
chemical potential of a H atom is approximated asthe energyof an isolated
H atom calculated including spin polarization. The chemical potertial of
the hydrogen atoms varies depending on the resenoir. We assumethat the
resenoir is given by free hydrogenatoms. Note that the surfaceenergyof the
at surfaceis not be a ected by the choice of hydrogenchemical potertial.

To calculate the surface formation energy of vicinal surfaces,we used
equation 2.1 with the previously determined H-covered surface energy and
the chemical potentials of Si and H atoms from the at Si(001) surface,due

to the fact that they areall Si(001)surfaces.Then the stepformation energy
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can be calculated by subtracting the surface energy of a terrace domain
surface,displaying one of the (001) surfacereconstructions,from the surface
energyof a vicinal surface:

1 .
step — y Etvolfl SiNSi HNH EH En m : (26)

I sur f sur f
Xty

where S*P is the step formation energyper unit of length, Iy and I, are the
number of surfaceunit cellsin the width and length of the vicinal surface
supercell, respectively, and E'¢ is the total energyof the slab. In the caseof
a at stepped surface,equation2.6 must be divided by 2 dueto the presence
of two identical steps.

The kink energy is calculated by subtracting the surface energy of a

stepped vicinal surfacefrom the surfaceenergyof a kinked vicinal surface:

kink — kink vici stepvici
- ly Esurf Esurf )

2.7)

where X"k s the kink formation energyper unit of length, and EX"k Vil and

ESPV are the surfaceenergiesof kinked and stepped vicinal surfacesper

1 1cell

For the rst principles methods that were usedto carry out theseproce-
dures, we choosethe plane wave norm conservingpseudomtertial method
asimplemerted in ABINIT [29]for at surfaces,and the localisedbasisset
norm conservingpseudomtential method as implemerted in the SIESTA
code [94]for vicinal surfaces.FHI98pp norm conservingpseudomtentials [15]
were used throughout. We used the Perdew-Wang local density approxi-
mation (PW-LDA) [95] and Perdew-Burke-Ernzerhof generalizedgradiert
approximation (PBE-GGA) [96] as exchange-correlationfunctionals. With

respect to the reciprocal spaceintegrals over two-dimensionalBrillouin zones
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for the surfacesa Monkhorst-Pack (4 4 1) meshof special points wasused
for the at surfaceanda (2 2 1) meshfor the vicinal surface.The cut-o

energyfor the plane wave expansionof the single-particle eigenfunctionsin
ABINIT calculationswas set at 16 Ry. For calculationswith SIESTA, a
standard double zeta basis plus polarization (DZP) was selectedfor Si and
H atoms. The orbital-con ning cuto radius was xed at 0.02Ry, and the

equivalert plane wave cuto for the grid at 200Ry.

2.1.2 Flat Si(001) surfaces

Surface supercells were built using the theoretical crystal lattice con-
stant (5.469A (ABINIT, GGA), 5.387A (ABINIT, LDA), 5.413A (SIESTA,
GGA) and 5.429A (SIESTA, LDA)), which are all reasonablycloseto the
experimental valueof 5.43A. First, we calculatedthe surfaceenergyand bulk
atom energy of Si by equation 2.5 for the unrelaxedp(1 1) surfaces. The
total energiesof supercellswith two idertical surfacesand with the atoms of
four atomic layers around the certre of slab frozen on their bulk positions,
wererecordedupon increasingthe number of layersfrom 16to 22. The prim-
itive (1 1) surfaceunit cell wasusedassurfaceof the slab. Figure 2.1 shows
a good linear dependenceof the total energyof the supercell on the number
of layers. In table 2.1 we summarizethe results of surfaceenergiesof unre-
laxedp(1 1) surfacesand bulk atom energiesof Si with di erent calculation
conditions. For the chemical potertial, the di erence betweenSIEST A and
ABINIT (0.2-0.3eV) is smallerthan the di erence betweenLDA and GGA
(0.7-0.8eV). A similar conclusionholds for the surfaceenergy This demon-

strates that the lessaccurate method (SIEST A), which we will usefor the
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Figure 2.1: Total energy versusnumber of atomic layers in the unrelaxed
Si(001) p(1 1) surfaceswith SIEST A/GGA.

largest supercells,is su cien tly reliable.

Method si (eV) EL T e
bulk slab (eV)
LDA |-108.032| -108.000| 2.312
ABINIT
GGA | -107.222| -107.194| 2.138
LDA | -107.640| -107.693| 2.414
SIESTA
GGA | -107.018| -106.989|  2.205

Table 2.1: Surfaceenergy of unrelaxed Si(001) p(1

1) surfaceand Si bulk

atom energy Bulk' refersto a bulk crystal calculation and “slab' meansthe

linear regressionmethod.

As a next step, we calculate the surface energiesof a seriesof recon-

structed surfaces:relaxed p(1 1), symmetric p(2 1), asymmetricp(2 1),
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p(2 2)andc(4 2). The bottom layersof eat slabwere passiated with hy-
drogenatomsof which the positionswerepreviously optimized (starting from
initial positions along the bulk Si directions with all Si atoms xed). Ten
Si atomic layersand su cien tly thick vacuum layers (over 10 A in ABINIT

and 20 A in SIEST A) were usedto model the surfaces(adding vacuum is
computationally lessexpensiwe for a localized basisset method, whencethe
comfortably thick vacuum layer usedwith SIEST A). When performing the
surfacerelaxation, the atomsin eight atomic layersfrom the top wereallowed
to relax until the forceson individual atoms were under 0.01 eV/A, while
the remaining Si and H atoms were kept xed. Due to the computational
load, (2 2) cellswere usedwith ABINIT and (4 2) cellswith SIESTA.

Table 2.2 reports the dimerisation energy The energydi erences between

Surface ABINIT SIESTA Ref. [47,97]
LDA GGA LDA GGA
p(2 1)s| -1.475 -1.408 -2.215 -2.067
p(2 1)a-1.691f0.2169+1.629f0.220y-2.331f0.1169-2.250f 0.183f 0.12 0.01g

p(2 2) |-1.75910.0681.707f0.0799-2.428f 0.097-2.373f 0.1249f 0.048 0.018y, f 0.15g
c(4 2) }-1.718f-0.041g-1.7120.0053-2.435f 0.007+2.387f 0.0149f 0.003 0.013y, f 0.0y

Table 2.2: Dimerisation energy of Si(001) reconstructedsurfacesin eV per
1 1 cell. The valuesin curled brackets and in the column of referencesare
energydi erences betweenthe presen and the precedingline. \s" and \a"

mean\symmetric" and \asymmetric".

these4 typesof reconstructionsare in overall agreemet with previousvalues
obtained with a plane wave norm-conservingpseudomtertial method [47] as

well aswith the SIEST A code [97]. The energydi erence betweenp(2 2)
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and c(4 2) reconstructionsis su cien tly small to fall within the accuracy
limits of DFT: thesetwo reconstructionscan be consideredto be similarly
stable. Thereforewe will usep(2 2) reconstructionsas the terrace domain
for vicinal surfacecalculations,in order to reducethe supercell size.

In table 2.3we give the surfaceenergiesand the surfaceareasper1 1 cell.
In the calculation of the surfaceenergyof a H-covered surface,we usedthe
hydrogen energy calculated for an isolated H atom: -12.775eV (ABINIT -
GGA), -12.41%V (ABINIT -LDA), -13.344eV (SIEST A-GGA) and-12.792
eV (SIEST A-LDA). Note that the chemisorptionenergyper hydrogenatom,
Ef = (EX," EL.;)=2,is largerin all casesthan the molecular binding
energy per atom in the range 2.53 3.02eV. Our valueswith the Si bulk
atom energydeterminedby the slab method are di erent from the valuesof
Ref.[49],in which the bulk atom energywas calculated by the bulk method.
Our results with SIEST A-GGA are closeto the valuesof Ref. [50], where
the slab method was used,but without H-passiation.

The fair agreemen betweenthe (more accurate) ABINIT and (lessaccu-
rate) SIEST A resultsindicatesthat the accuracyadieved in our SIEST A
calculationsis su cient in order to have con dence to apply them to the

computationally more expensiwe vicinal surfaces.

2.1.3 Vicinal surfaces with straigh t steps

Using a localized basis set allows to treat larger supercellsthan is pos-
sible with a plane wave basisset. In the simulations that will be descriked
in this section, the supercellscortain six Si atomic layers with a hydrogen

termination and a vacuum layer of 15 A. As mertioned in section2.1.2, we
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Method | Surface Esurt (€V/L 1 cell) (I/m ?)

LDA GGA LDA | GGA | Ref. [49,50]
p(2 u 2.312 2.138 2.553 | 2.291 | 2.39,2.58
p(l Lr | 2.309| 2136 | 2,550 | 2.288 | 2.39,2.36
p(2 1)s | 1.572| 1.432 | 1.736 | 1.534
p2 l)a 1.464 1.322 1617 | 1.416 | 1.45,1.51

ABINIT
P2 2) 1.430 1.282 1.579 | 1.373 1.47
c4 2) 1.450 1.279 1.601 | 1.371 | 1.41,1.47
H-covered | -4.995| -4.914 | -5515| -5.265 | -5.34
pl Lu | 2.414 2.205 2.624 | 2.411
p(l Lr | 2.341 2.201 2.545 | 2.407
p2 1)s | 1.604 1.475 1.744 | 1.613

SIESTA p2 1la | 1.545 1.383 1.680 | 1.512

P2 2) 1.496 1.316 1.626 | 1.439
c4 2) 1.495 1.317 1.625 | 1.440
H-covered | -5.138| -4.630 | -5.586 | -5.063

Table 2.3: Surfaceenergiesof Si(001) reconstructedsurfaces. \u" and \r"

mean\unrelaxed" and \relaxed". The surfaceareasof (1 1) cell are 14.510
(ABINIT-LD A), 14.955(ABINIT-GGA), 14.737(SIESTA-LDA) and 14.650
A? (SIESTA-GGA). In Ref.[49,50]planewave pseudomtential methods with

LDA wereused.

assumedthe terrace domain to have a p(2 2) surfacereconstruction, which
has a stability that is comparableto c(4 2). To mimic a vicinal surface,we
usedsupercell slabswith two orthogonal cell axes(a; and asz in Figure 2.2)
and one cell axis (a;) that is not perpendicular to those. The inclination

of a, in the az direction is determinedby the step heigh (the double arrow



52 Ab initio vicinal surface

in Figure 2.2), while in the a; direction it correspndsto one half of the

length of surfacelattice constart. The length of eat terrace domain is 4a,

A
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Figure 2.2: Supercellslabfor a Sp-Sg vicinal surface.In eat terracedomain,
Siatomsat the top surfaceare relaxedfrom the initial p(2 2) reconstruction.
a;, & and az refer to the axisesof the supercell and the arrows indicate the

step heigh.

wherea is a surfacelattice constart given by aozp 2, and the width is 2a in
most cases. To chek the validity of sud cells, we also useda width of 4a
sometimes.In the latter case,the number of atomsin the cell are asfollows:
180 Si and 60 H for vicinal Sa-Sg, and 140 Si and 44 H for vicinal Dg. In
the former case,the total number of atomsis about 100: 90 Si and 30 H for
vicinal Sp-Sg, 60 Siand 24 H for stepped at Sp, 96 Siand 32 H for stepped
at Sg, 68 Siand 22 H for vicinal D and 70 Si and 22 H for vicinal Dg.
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As pointed out by Chadi [58], in order to obtain a step formation energy
simulations for four di erent surfacesare needed:vicinal Sp-Sg, Dpand Dg,
and at Sp or Sg (" at' refersto a supercell that is not inclined). After
atomic relaxation, it wasobsened that in our LDA calculationsin the lower
terrace domain of all consideredvicinal surfacesthe top surfaceatoms close
to the stepdo not show buckling, and hencethe lower terracedoesnot have a
p(2 2)reconstructionbut rather a mixture betweenthe p(2 2) and symmet-
ric p(2 1) reconstructions. When GGA was used,the budkling was preser.
Figure 2.3 shavs the atomic morphologiesof Dg vicinal surfacedor LDA and
GGA. In the caseof Sp-Sg and Sg simulations, the samee ect wasobsened.
The behaviour descrited by LDA is not expected [75,98], and we conclude
thereforethat LDA doesnot properly descrike the interaction betweenstep
atoms and lower terrace atoms. Therefore, for further simulations of kinked

stepswe will work only with GGA.

We examinedthe Si surfacedimer bonds and tilt anglesnear the steps,
which are 2.38 A and 19.6 for the p(2 2) reconstruction of a at surface
with SIEST A-GGA (experimert gives2.24 0.08A (using a di erent lattice
constart) and19 2 [53]). For the Dg vicinal surface,the dimer bond length
increasesvhengoingfrom the lower terraceto the upper terrace: 2.335A ( ),
2.378A ( ), 2.38A ( ) and 2.397A ( ), where , , and areshavnin
Figure 2.3. The correspndingdimertilt anglesare17.2 ( ), 19.2 ( ), 19.1
() and 18.6 ( ). When comparedto the bond length and anglefor a at
surfacewith this samereconstruction, it turns out that the dimersnearestto
the step edge( and ) are a ected most. Similar obsenations were made

for the other vicinal surfaces.
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Figure 2.3: Atomic morphology of a Si(001) Dg vicinal surface. (a) within
LDA and (b) within GGA. The arrow points to the dimer that is not buckled
with SIESTA-LDA, and , , and referto specic dimersdiscussedn
the text.

Surfaceenergiesand from thesestep formation energiegEq. 2.6) for the
5 casesof stepped surfaceswere calculated using H-passiated slabs, with
the surfaceenergy of the H-covered surfaceand the Si bulk atom energies
determinedfrom at surfacesand the hydrogenatom energycalculatedfrom
the H, molecule(all GGA only). The results are listed in table 2.4. Values
for stepformation energiesobtained by other theoretical calculationsand by
experiment are listed in this table aswell. Thesevaluesare scatteredwithin

rather broad intervals, and in most casesour valuesfall into theseintervals
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Surfaces ESlab, Size(a) seP (eV/ a)

(ev/l 1cell) | Ix | Iy | this work | Calc.[58,92] | Exp. [92]
Sp(at) 1.469 2 6 0.082 0.002 0.09 0.03
Sg( at) 1.488 2| 8 0.115 -0.011 0.15 | 0.06 0.09
SA-Sp 1.479 2|75 0.198 -0.009 0.16 0.086
Da 1.527 2|55 0.483 0.16 0.54 0.15
Dpg 1.453 2|55 0.077 -0.04 0.17 0.05

Table 2.4: Surfaceenergyand step formation energyof vicinal Si(001) sur-

faceswith straight steps.

as well. Various factors in uence a theoretically predicted step formation
energy: the length of the terracedomain (it shouldbe long enoughto prevent
step-stepinteraction), the number of atomic layers in the slab, and { in
the caseof empericial or semi-empiricalmethods { the adopted interatomic
potertials. The resultsin table 2.4 indicate that the formation of the D step
Is energeticallymost unfavorable, while the Dg and at S, stepsare easiest

to form.

2.1.4 Vicinal surfaces with kink ed steps

Sinceit wasobsenedfrom STM images[59{62]that at Sp-Sg vicinal sur-
facesthe Sy stepsare much smoother than the Sg steps,and sinceD p steps
arenot energeticallyfavorable (table 2.4), we consideredinks only at Dg vic-
inal surfacesand in the Sg stepsat Sp-Sg vicinal surfaces.For thesecases,
the kink formation energy(Eq. 2.7)and its dependenceon the kink anglewas

calculated (the kink angleis de ned asthe anglewith the direction parallel
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to the step edge).
At this stage, we used a supercell with a width of 4a. As Figure 2.4
shaws, this supercell sizeallows to study two kink anglesin the caseof the

Sa-Sg kinks and three kink anglesin the caseof the Dg kinks. In the

Figure 2.4: Supercell model used for kinked stepsat vicinal surfaces. (a)
kinked Sp -Sg vicinal surfacewith 26.6 kink angleand (b) kinked Dg vicinal
surfacewith 14 kink angle. The red box indicatesthe surfaceunit cell, the
blue lines shov the kink angle,and the dashedlinesfollow the step cortours.
Stepatomsare marked in yellow for clarity. a, b, ¢, d and ein (a), and p and

gin (b) referto dimersdiscussedn the text.

caseof Sp-Sg kinks, the distance between neighbouring kinks was 2a. For
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the Dg kinks, the x axis of the supercell was inclined in order to keepthe

distance betweenneighbouring kinks equalto 4a.

We investigated the dimer geometriesafter atomic relaxation. At the
Sa-Sg kinked vicinal surface,the bond length of dimers (a) near the kink,
on the upper terrace, is 2.40A, which is the maximal value found, and those
of dimers (c) nearthe Sy step, on the lower terrace, is 2.33A (the smallest
value found). Thoseof dimers(d, €) nearthe kink, on the lower terrace, are
respectively 2.34 and 2.38 A. For the dimer tilt angles,the smallestvalue
Is 16.92 (c) nearthe Sy step on the lower terrace and the largest value is
19.78 , for the dimers (b) located in the middle betweena S, step and a
Sg step. At the Dy kinked surface,the shortestdimer bond length (p: 2.32
A) is found at the lower terrace nearthe kink, while the longestone(q: 2.40
A) is found at the upper terrace, near the lower step, which is 4a length
away from the upper step. The dimer tilt anglechangesfrom 16.48 (p) near
the kink on the lower terraceto 18.83 (g) nearthe lower step on the upper
terrace. From theseobsenations, we can concludethat the presenceof kinks

strongly in uences the morphology of the dimers nearto them.

Using equation2.7, we have calculatedthe kink formation energies.Table
2.5 lists the surface energy the step formation energy for the caseof 4a
wide stepped vicinal surfaces,and the kink formation energyfor the caseof
kinked vicinal surfaces. We can verify that in the caseof stepped vicinal
surfacesthe stepformation energiesarein good agreemehwith the 2a wide
vicinal surfaceghat wereconsideredn the previoussection. This table shavs
that the kink formation energiesat the Dg vicinal surfaceare two orders of

magnitude larger than those at the Sp-Sg vicinal surface. In both cases,
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Surfaces ESlab, Number of atoms | Size(a) | Angle () (eV/ a)
@Vl 1lcel) | Si H | 1y
Sp -Sg-step 1.4651 180 60 4175 0 0.1958
Sa-Sg-kinkl | 14767 | 184| 60 4|75| 266 | 00029
Sp-Sg-kink2 14778 | 188 60 4175| 450 | 0.0032
Dp- step 1.4524 140 44 4 |55 0 0.0737
Dp- kink1 1.9415 138 44 4 | 55 14.0 0.1223
Dg- kink2 1.9961 136 44 4155 26.6 0.1359
Dg- kink3 2.0690 134 44 4155 36.9 0.1542

Table 2.5: Surfaceenergyand step formation energyin the 4a wide Dg and
Sa-Sg vicinal surfacesand kink formation energyin the kinked vicinal sur-

faces.

the kink formation energyincreaseswith increasingkink angle. Considering
the small number of data points that could be studied, a linear relation
betweenthe kink formation energy and the kink angle can be inferred for
the Dg kinked vicinal surface (this relation is displayed in Figure 2.5 for
both studied surfaces). We can compare these results with tight-binding
simulations by Bowler et al. [69] as shavn in Figure 2.6, where the kink
depth is usedinstead of kink anglesde ned in this work and the kink energy
is calculated by multiplying the kink energy de ned in this work by the
surfaceunit cell constart a. Although our valuesare larger than those by
Bowler, the slope of the linear relation is almost equal: 0.061in this work

and 0.08in Bowler's.

Table 2.5 shawvs that { starting from a at p(2 2) surface{ it is harder

to createSy-Sg steps( =0.1958eV/a) then Dg steps( =0.0737). But once
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Figure 2.5: Kink formation energyin kinked Dg vicinal surfaces(a) and

Sa-Sg vicinal surfaceswith SIEATA GGA.
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Figure 2.6: Kink energy as a function of kink depth in a kinked Dg vici-
nal surface. The valuescalculated by Bowler et al. [69] using tight-binding

method are shovn aswell.

those stepsare there, it is much easierto create kinks at the Sp-Sg steps
( =0.0029) then at the Dg steps( =0.1223). The net result is that the

formation energiesfor kinked Sp-Sg stepsand kinked Dg stepsare nearly



60 Ab initio vicinal surface

idertical.

2.1.5 Summary

In summary we have investigated the atomic morphology and energet-
ics of stepped and kinked Si(001) vicinal surfacesusing H-passiated super-
cell slab models. We obtained surface,step and kink formation energiesof
Si(001) surfacesin se\eral stagesfrom surfacereconstructionto kinked vic-
inal surfaces. From looking at the results for dimerisation energiesof at
surfacereconstructions,it was con rmed that surfaceenergeticsobtained by
a numerical localized basis set method are reliable. Regarding the dimer
morphology at stepped vicinal surfaces,a localized basisset method within
LDA cannot provide a reasonablegeometry for dimers near the step: the
expected buckling of these dimers was not obsened. On the cortrary, the
samebasisset with GGA did result in buckling for all dimers, including the
onesnear the step ledge.

The kink formation energiesobtained for kinked Sa-Sg and Dg vicinal
surfacesincrease(probably linearly) with increasingkink angle. The quarti-
tativ e information on kink formation energiesobtained in the presen work,
will be useful for larger scale simulations as well as for understanding the
thermodynamic behaviour of surfacesasit is obsened in experimerts. In-
deed,simulations with methods that operateat larger length and time scales,
sudh as kinetic Monte Carlo, the phase eld method and their hybrid ver-
sions[39]require stepand kink formation energiesasimportant input param-
eters. In this way, abinitio information can be indirectly usedto study the

surfacemorphology at a mesoscopicscale( m or mm) during e.g. epitaxial
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growth processes.A secondtopic wherethe presen results can cortribute
to understandingis the thermodynamic behaviour of surfaces:a determining
quartity is the surfacefree energy which dependson parametersasthe step

free energyand kink creation energy[92].
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2.2 Abinitio modeling of glass corrosion: hy-
dro xylation and chemisorption of oxalic

acid at diopside and akermanite surfaces

A multicomponert glassconsistsof seeral kinds of oxides, sud assilica
(SiO,), calcia (CaO) and magnesia(MgO). In actual glassproduction pro-
cessesa variety of mineralscan be usedas sourcedor theseoxides. Diopside
(CaO MgO 2Si0,) and akermanite(2CaO MgO 2Si0O,) aretwo examples
of sud minerals. They are frequerlly usedin the glassindustry [99,100],in
traditional ceramicsand in biomedical applications (e.g. as implant mate-
rial [101]). As natural minerals are often cortaminated by heary metalsand
refractory minerals, the syrthetic production of sud minerals near or within
a glassplant hasreceived considerablereseart interest [102]. Surfacephe-
nomenaplay an important role in many applications of materials [3], and
for multicomponert glasseghis is not di erent. For instance,they tend to
undergosurfacecorrosionwhen beingin aqueoussolution, especially at high
temperature and at speci ¢ pH values[103].

In recen experimertal work, Gross, Dahlmann and Conradt [104] ob-
sened that upon adding organicacidsinto the aqueoussolution the dissolu-
tion rate of glasscationswaslower than what is predicted by thermodynamic
models. Carbonic acidswith di erent functional groupswere examined,for
instancethe family of compoundsHOOC (CH,),, (CX;X;), (CH,), COOH
whereinm is in 0{1, nisin 0{2 and p is in 0{1, while X, and X, represen
ead individually H, OH, or COOH. The largestdi erence betweenthermo-

dynamic model predictions and experimert wasobsened in the caseof oxalic
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acid. Grosset al. proposethe inhibition of glasscorrosionis due to the for-
mation of surfacecomplexesafter the adsorption of organic acid molecules.
The purposeof the presen paper is to study theseglasssurfacephenomena
at the atomic sale by ab initio calculations, and to reveal the medanism
behind the obsened corrosion protection. It is dicult to addressby this
methodology glasssurfacedirectly, asreproducing the absenceof long-range
order would require exceedinglylong computation times. One way to deal
with this, is to equilibrate by ab initio molecular dynamics a moderately
sizedglasssupercell, which is then cut to obtain a surface(seefor instance
Ref. [105] and referencegherein). The approad we have chosenis to take
crystalline minerals instead of glasseswith as justi cation the fact that at
the atomic scalethe local environments in the mineral are similar to the ones

in the real glass.

A more detailed description of the corrosioninhibition medanism sug-
gestedby Grosset al. [104]goesasfollows. First, the silicate mineral surfaces
createdby cutting the crystalline solid are easily hydroxylated dueto the in-
teraction with water moleculespresen either in the aqueoussolution or in
the atmosphere[106{110]. Subsequetly, alkali earth cations suc as Ca?*
and Mg?* are rapidly releasedfrom the hydroxylated silicate mineral sur-
face, with the exdhange of a proton (H*) [106]. This leading of cationic
glassconstituerts leadsto a rough surfacelayer with medanical and optical
propertiesthat signi cantly di er from the bulk glassphase.To preven this
dissolution of metal ions, it can be expectedthat the chemisorption of small
multidentate organic moleculeson the hydroxylated surfacesprovides a pas-

sivating layer that strongly binds to the glasssurfaceand thereby inhibits
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the dissolution of cations. Despite the fact that sud proceduresare widely
used,the medanismsof hydroxylation and chemisorption are still not well
understood in terms of the relevant adsorption sites and geometry of the

surfacesand surfacecomplexes.

The crystal structure of silicate minerals has been investigated before
by experimenrts [111{115]and by ab initio density functional theory (DFT)
simulations [116{118]. The structure of diopsideis characterizedby parallel
chains of corner-sharingsilicon tetrahedra (Si), edge-sharingoctahedra(M1)
and another edge-sharingpolyhedron (M2), wherethe M1 site is occupied
by six-fold coordinated magnesiumand the M2 site is occupiedby eigh-fold
coordinated calcium [111{113]. In the caseof akermanite, the M1 octahe-
dron is replacedby a tetrahedron and thus the coordination of magnesium
becomedour-fold, the sameasfor silicon [114,115]. The crystal lattices are
monaclinic with the C2/c spacegroup in the caseof diopsideand tetragonal
with the P42;m spacegroupin the caseof akermanite, respectively. The high
pressurestructures of diopside as predicted by ab initio simulations are in

good agreemenh with experimert after applying a pressurecorrection [117].

Silica surfaceshave beenintensively investigated beforeby DFT simula-
tions, paying attention to the local surfacestructure [119,120],to the hydrox-
ylated surfacewith structural analysisand the OH{surface interaction med-
anism[109,110,121,122],and to water adsorption on the hydroxylated silica
surface[108,123]. Thesepaperscanserne asthe basisfor understandingmore
complicated silicate mineral surfaces,as we will study in the presen work.
Using a model potential, Parker et al. have performed a seriesof atomistic

simulations of silicate mineral surfacescortaining two di erent cation species,
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for example,forsterite (Mg,SiO,) [107], wollastonite (CaSiO;) [106,124]and
se\eral oxide surfaces[125]. Thesestudies provide a generalpicture for the
atomistic medanism of hydration and hydroxylation of silicate minerals: hy-
droxylation is realizedby adsorbinga dissaiated water moleculeonto surface
cation-axygen pairs in sud a way that the OH group is bond to a surface
cation and the H atom to a surfaceoxygen atom. Here a surfacecation is
a metal cation rather than a silicon atom, becauseit is expected[106]that
Si{O bondsalongthe chain direction are strongerthan M{O bondsbetween

chains.

Following similar trends in the recen literature (e.g. Ref. [105]), a chal-
lengein the presen work is a further increasein complexity by studying
silicate mineral surfacescortaining three di erent cationsby abinitio meth-
ods. Moreover, chemisorption of oxalic acid on a hydroxylated mineral sur-
facerequiresfurther considerationsfor estimating the adsorption sites. An
illustration of the latter is a study of adsorption of oxalic acid on the TiO,
surfaceusing simple cluster modeling and the Hartree{Fock method, whereit
hasbeenobsenedthat oxalate groupsareadsorlkedon Ti sitesand hydrogen
atoms are adsorbed on surfaceoxygen sites[126]. It is thereforenot a priori
obvious which sites are responsible for adsorption of oxalic acid componerts
on the hydroxylated diopside and akermanite surfaces,due to the presence

of seeral typesof cations.

The aim of this paper is to unravel by DFT simulations the atomistic
medanism of hydroxylation silicate mineral surfaceswith three di erent
cations, and the chemisorption of bidentate organic moleculeson these hy-

droxylated surfaces. Sudh information is meaningful for understanding the
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corrosion of silicate-basedmulticomponert glasses. Furthermore, the ob-
tained surfaceenergeticsand chemisorption sites could be usedasinput pa-
rameters for kinetic Monte Carlo simulations of the corrosion process,by
which fast adsorption (non-adiabatic) phenomenaand dissolution rates can

be investigated.

2.2.1 Metho dology and computational details

We have performeda systematicab initio DFT study, starting from the
crystalline solid towards the chemisorption of oxalic acid on hydroxylated
surfaces. To model the physical and chemical processeshat occur in real
experiments as reasonablyas possible, we follow the proceduresdescrited
hereafter.

As a rst step,total energyminimization is usedto obtain the theoretical
crystal lattice structures. A comparisonof the theoretical lattice constarts,
anglesand atomic positions with experimertal values provides a reliability
chedk for our computational method. Simulations for isolated oxalic acid
moleculesare performed as well, and this for seweral conformations. The
total energieghat are obtained allow to selectthe conformationthat will be
usedlater for the computation of the adsorption energy

In the next step, interesting surface indexes are selectedon the basis
of experimertally known favorable cleasage planes. Two-dimensionalperi-
odic slabsare created, which allow to model these surfaceswithin a three-
dimensional simulation code. Our slabshave a thicknessof 2 cornvertional
crystal unit cells,separatedby about 20 Avacuum. The atomsin one half of

acrystal unit cell at eat sideof the slabare allowedto relax, and the surface
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unit cellis twice the primitiv e surfaceunit cell. We chedked the corvergence
of this supercell model by increasingthe slab thicknessup to 4 corvertional

unit cells,and the vacuumthicknessup to 30 A: this led to variations in the

surfaceenergythat were smallerthan 0.05J/m?2. To ched the stability of
the surface,the surfaceformation energiesare calculatedfor both unrelaxed
and relaxed surfaces.The surfaceformation energycan be appraximated as
the di erence betweenthe total energiesof the slab and the correspnding

bulk crystal:

N Sul
N bulk E (2_ 8)

where Ng, s+ and Npyx are the numbers of atoms in surfaceslab and in the
bulk unit cell, A is the slab surfacearea, and Eg, s and Epy are the total
energiesof the slab and bulk structures, respectively. The surfaceformation
energyis usually positive, which meansenergyshouldbe provided in orderto
createasurface. The largerthe surfaceenergy the moredi cult it isto create
a surfaceand hencethe moreunstablesud a surfaceis. In the creationof the
surfacefor a particular Miller index, there may be seeral possiblecutting
planesthat all guarartee a net neutral surfacecharge perpendicular to the
surface[127]. To selectthe most stable surfaceamongthesecuts, the surface
energyof ead cut is calculatedand it is the surfacewith the lowest energy
that is usedin this paper.

For the relevant relaxedsurfaceswe estimatethe surfaceoxygensitesthat
will be responsiblefor the hydroxylation. This can be doneby analyzingthe
coordination numbers of top surfaceatoms. Hydroxyl groups are then put
at thesesites, and a new structural relaxation is performed. From these,the

hydroxylation reaction energy(adsorption energy) can be determined.
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Finally, we simulate the chemisorption of oxalic acid on the hydroxy-
lated surface. After making an educatedguessfor the initial state for the
chemisorption, atomic relaxation is performedto obtain a stable nal state
for the chemisorked molecule. The chemisorption energycan then be calcu-
lated asfollows:

1
N mol

where N, is the number of adsorbed molecules,and Eno surf @and Emol

Eads = [Emol sur f (Esurf + I\lmoIEmoI)] (2-9)

are the total energiesof the adsorbed surfaceand of the isolated molecule,
respectively. The adsorption energy can be either negative or positive. If
it is negative, then energyis releasedduring the adsorption and therefore
this processcan happen spontaneously (exothermic). Positive adsorption
energiesindicate that the adsorption is not spontaneousand energy should
be provided to make it happen (endothermic).

All calculationsin this work were performedwithin DFT [5,6,128]. The
ABINIT code [29] was employed to solve the Kohn-Shamequationsby the
plane wave{pseudomtertial (PW{PP) method, and the SIEST A code [94]
to solve them usinga localizednumerical basisset. FHI pseudomtertials [15]
areusedin both ABINIT and SIESTA, and PBE{GGA [96]waschosenasthe
exdange-correlationfunctional. For the PW-PP work, a cut-o energy of
40Haanda4 4 4k-mesh(for the bulk crystals) are used. In the SIESTA
work, a standard double-zeta(DZ) basisset is used for every atom. The
energy shift was taken as 300 meV, and the meshcuto is 100Ry. Only a
single k-point was usedin the surfacecalculations, thanks to the large size
of the simulation cell. Forceson the individual non- xed atomswere allowed

to relax to lessthan 0.02eV/ A or better.
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2.2.2 Structure of bulk crystal and surface

The crystal lattice of diopsideis monaoclinic with spacegroup C2/c, in
which Siis at a four{fold coordinated tetrahedral site, the Mg cation is at a
regular six{fold coordinated octahedral site, Ca is at a distorted eigh{fold
coordinated site, and oxygen occupiesthree di erent sites. Akermanite has
a tetragonal lattice with spacegroup P42ym, in which Mg and Si have a
four{fold tetrahedral coordination, and Ca an eigh{fold polyhedral coordi-
nation. The di erence betweendiopsideand akermanite with respectto the
cation{polyhedra is the Mg{p olyhedron: an octahedron or a tetrahedron,
respectively. In table 2.6, the lattice parametersand atomic positions as
obtained by requiring the stresstensor to vanish are reported. They shav
good agreemen with the experimertal values.

The interatomic distancesand angleswithin the cation-site polyhedra
areshown in table 2.7. Our valuesfor the SiO, tetrahedron reasonablyagree
with the experimertal condition for a stable Si tetrahedron [129]: 1.57A <
Si-O< 1.72A,98 <\ O-Si-O< 122.

The interatomic distancesand angleswithin the cation-site polyhedra
are shavn in table 2.7. Our valueswithin SiO, tetrahedron are reasonably
agreedwith the experimertal condition for the stable Si tetrahedron, 1.57
A < Si-O< 1.72A, 98 <\ OSiO< 122 [129].

The experimertally obsened cleavage plane for diopsideis f 110g, while
for akermanitethey aref 001g (distinct) f 110y (poor) [130]. Theseareall low-
index planes,and therefore we restrict our computational study to possible
di erent low-index planes: f001g, f01Qg, f 100y, f011g, f 101g and f 110y for
diopside,and f 001g, f 100y, f 011g and f 110y for akermanite.
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Diopside Akermanite
Method a(A) | b(A) | c(A) () [a(A) | c(A)
ABINIT 9.862| 8.899| 5.299| 105.49| 7.908| 5.054
SIESTA 9.799| 8.881| 5.387| 104.82| 7.806| 5.020
Experimert! | 9.804| 9.030| 5.275| 105.63| 7.785| 5.021

& Ref. [111]for diopsideand Ref. [114]for akermanite

Table 2.6: Crystal lattice parametersof bulk diopsideand akermanite. Diop-

side has a moncclinic lattice ( = = 90) with spacegroup C2/c, and
akermanite is tetragonal (a=b, = = = 90) with spacegroup P42;m.
Si Mg Ca

Mineral |[MethodSi{O (A)\ OSIO( )ICNMg{O (A)\ OMgO( )[CN[Ca{O (A)\ OCaO( )CN
~ |Theory| 1.686 | 109.1 |4 | 2.051 90.0 |6| 2501 103.9 |8
Diopside

Exp! | 1.658 | 109.3 | 4| 2.123 896 |6| 2544 100.7 |8

Theory| 1.697 | 1085 |4| 1.883 1095 |[4| 2522 102.0 |8
Ak ermanite

Exp? | 1.625 | 108.6 | 4| 1.916 110.1 | 4| 2.554 { 8

a Ref. [111],° Ref. [114]

Table 2.7: Interatomic distancesand anglesin the cation-surrounding poly-
hedra of bulk diopside and akermanite, as obtained by our SIESTA calcu-
lations. The bond lengths and bond anglesare averagevalues. 'CN' means

the coordination number of the cation in the polyhedron.

By cutting the crystal while making the net dipole momern normal to the
surfacezero, the surfaceatoms becomelesscoordinated than they arein the

bulk crystal. The coordination of a Si atom is reducedfrom 4 in the bulk to
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2 or 3 at a surface,while for Ca the reduction goesfrom 8 to 4. Mg hasa 6{
fold coordination in bulk diopsideand a 4{fold onein bulk akermanite, which
reduceto 4 or 5 at diopside surfacesand to 2 or 4 at akermanite surfaces.
Sud an undercrdination rendersthe surfaceto be unstable. Bonds will
be broken and new bondswill be created,in order to make the coordination
as similar as possibleto the bulk situation. Table 2.8 shows the surface
areas,coordination number of surfacecations, type of surfaceaccordingthe
classi cation of Tasker [127]and surfaceformation energiesboth beforeand

after surfacerelaxation.

At the f 001g diopsidesurface,the surfacereconstructionmodi es athree-
fold coordinate surfacesilicon atom bond to a lone oxygen into a four-fold
coordinated silicon atom, while the previously six-fold coordinated surface
calcium atom lost one oxygen to silicon and has its coordination number
decreasedrom six to v e. This is becausethe Si{O bond is stronger than
the Ca{O bond. In the surfaceregion, the S{O bond length is between1.66
and 1.95 A wherethe samein bulk is within 1.60{1.77A. The Mg{O bond
distanceis in the range 1.95{2.13A, comparedto 2.02{2.06 A in bulk. For
Ca{O, the rangesare 2.40{2.65A at the surfaceand 2.34{2.63 A in bulk.
Figure 2.7 shows the direction of movemern of top surfaceatoms, and broken

aswell as createdbonds after the relaxation.

At the f01Qy diopside surface,the three-fold coordinated surfacesilicon

atom doesnot succeedo becomefour-fold coordinated.

For the f 10Qy diopsidecase,the slab corntains mostly layersthat cortain
only a single elemen per layer: an oxygen layer, a silicon layer, another

oxygen layer, and a mixed Ca{Mg layer. We considereda silicon terminated
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Area Gnr el Fei | Typ€e CN
(hk) | (A?2) | @Im?) | Im?) Si [ Mg | Ca
fO0lg | 87.03| 3.34 2.62 [ 3,4| 5 6
fO1lQy | 51.03 | 4.74 4.00 I 3 4 6
f100Qy | 47.85| 6.40 5.55 I 4 - -
fOllg | 100.88| 4.02 3.21 I 3,4|4,5 4,7
f101g | 109.51| 6.83 4.63 [ 2,4| 5 6
f110g | 69.95| 2.86 2.47 I 4 4 7
f00lg | 60.93 | 5.25 4.64 I 3 2 -
f10Qy | 39.18 | 3.68 3.06 [ 4 2 16,8
fOllg | 72.44 | 3.67 3.03 I 2,4| 2 |6,7
f110y | 55.41 | 3.55 3.33 I 4 2 5

2 Unrelaxed surfaceenergy ® Relaxedsurfaceenergy

¢ Coordination number

Table 2.8: Surfacecharacteristicsand formation energiedor diopside (upper
part of table) and akermanite (lower part of table) surfaces.The coordination

number (CN) is the one beforesurfacereconstruction.

surface,at which the top Si atoms have coordination number two, while Mg
and Ca atoms under the top layer have their maximal coordination numbers
(6 and 8, respectively). The top Si atoms attract the inner oxygen atoms,
and as a result the latter are taken away from Ca. After the surfacerecon-
struction, therefore, the coordination numbers of Si and Ca atoms become

three and six, respectively.
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The f011g diopside surfaceconsistsof three{ and four{fold coordinated
silicon atoms, four{ and v e{fold coordinated magnesiumatoms and four{
and seen{fold coordinated calcium atoms. After the surfacereconstruction,
these coordinations becomefour{, four{, v e{ and sewen{fold, respectively.
Again this is becausethe Si{O bond is stronger than the Mg{O and Ca{O

bonds.

After the reconstruction of the diopsidef 101g surface,the coordination
number of Si increasesfrom two to three, while for Ca atoms it decreases

from six to v e. There is no distinct changeof the Mg ervironmert.

At the f 11(g diopsidesurface,the bond lengths and anglesare not much
a ected by the reconstruction,and no bond breakingor bond creationoccurs.
This is becausethe surfacesilicon atoms are already four{fold coordinated.
The coordination of Mg and Ca is lower than in the bulk, but again due
to the stronger Si-O bond it is the Si coordination which is decisive. This
suggestghat the f 110y planeis rather stable,and might be a good clearage

plane.

The f 001g akermanite surfacecortains no calcium in the top layer { all
calcium atoms are fully surrounded by oxygens. After relaxation, surface
magnesiumattracts the oxygenfrom calciumin deeper layers. Therefore, its
coordination number becomeghree, while that of deeper calcium is reduced
to seven. The buried Ca move a bit towards the surface. There is no change

of coordination number for the surfacesilicon.

At the f 100y akermanite surface, two{fold coordinated surface magne-
sium becomeshree{fold coordinated by bond breaking and attracting oxy-

gen of eight{fold coordinated deeper-lying calcium atoms.
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Figure 2.7: Top view of the surfacestructure of the f 001g diopside surface
unit cell. The upper panel (a) shows the direction of atom movemen and
the lower panel (b) shows the resulting structure after the relaxation, where

the dotted lines represei the bonds broken by the reconstruction process.

At the f 011g akermanite surface,two{fold coordinated surfacesilicon and
magnesiumatoms becomefour{ and three{fold coordinated by attracting
oxygensfrom the six{ and seen{fold coordinated surfacecalcium atoms, of
which the coordination numbers reduceto v e. The fact that silicon ends
up to be fully coordinated while Mg is lesscoordinated than in bulk again
shaws that the Si{O chemical bond is strongerthan the Mg{O bond.

Finally, at the f 110y akermanite surface,a two{fold coordinated surface
magnesiumatom becomesthree{fold coordinated by sharing oxygen with
a v e{fold coordinated calcium atom, while another two{fold coordinated
magnesiumatom keepsits low coordination.

Table 2.9 summarizesthe bond lengths and anglesas a function of coor-

dination numbers of the cationsin diopsideand akermanite surfaces.
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Si Mg Ca
fhklgSi-O (A)| \ OSIO( ) |CNMg-O (A)|\ OMgO( )|CN[Ca-O (A)\ OCaO( )| CN
f00lg 1.75 |95.4 131.3 2.04 |78.1 175.5 247 1.4 1564 5
f010g 1.65 [115.7 122.( 193 |83.7 1735 2.35 69.6 160.0 6
f100g 1.75 |95.1 115.9 2.01 |76.4 173.4 2.36 9.6 162.2 6
follg 1.73 |97.8 145.6 1.97 |76.9 169.9 242 60.7 134.3,5,7
f101g 1.74 |95.6 134.5 2.04 |74.0 170.0 244 0.1 158.35,6
f110g 1.75 |97.8 130.2 1.92 |91.8 158.7 244 p1l.1 1529 7
f00lg 1.73 | 96.3 98.7 1.84 [105.1 124.1 2,50 63.3 159.6 7
f100g 1.71 [95.5 126.4 192 |82.6 118.6 2.48 B7.0 162.36,7
fOllg 1.72 | 86 139.4 191 |79.6 134.5 237 9.1 1578 5
f110g 1.70 |97.7 124.7 1.92 |83.7 124.7 242 4.7 1379 5

A A A WO, WO B~ WO O B>
W W w w00~ 0 b~ O

Table 2.9: Cation-Oxygendistancesand Oxygen-cation-Oxygeranglesin the
cation-surrounding polyhedron of diopsidesurfaces(upper part of the table)
and akermanite surfaces(lower part of table), after surfacereconstruction.

CN standsfor “coordination number".

From these obsened theoretical surface reconstructions, we can obtain
some conclusionsabout the cation{oxygen chemical bond in these mineral
surfaces.It wasfound that the Si{O bond is the strongestamongthe three
cation{oxygen bonds, while the Ca{O bond is the weakest. This is not very
surprising, becauseve canexpectthat the Si{O bondwill be a covalert bond,
the Mg{O bond a partially covalent and partially ionic bond, and Ca{O bond
closeto an ionic bond. Covalert bonding is stronger than ionic bonding, in
general. Theseobsenations will be useful for estimating the hydroxylation

siteson thesesurfaces.
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2.2.3 Hydro xylation of surface and chemisorption of

oxalic acid

The hydroxylation of thesesurfacescanbe describted asa Br nsted-Lowry
acid-basereaction wherethe proton is transferred from water to the surface
oxygen and the hydroxide is bond to a surfacecation. This reaction can be

written with Kroger{Vink notation [131]as:
H,0+ O ! OH,+ OH/ (2.10)

whereQ{ is a surfaceoxygenat a lattice oxygensite with zerocharge,OH, is
a hydroxyl group at a surfaceoxygen lattice site with charge+1 (conjugate
acid) and OHi0 is a hydroxyl group at an interstitial site with charge -1
(conjugate base).

The hydroxylation can be consideredas a stabilizing processfor the sur-
face, becausebonding the hydroxyl groups with surface cations brings the
coordination number of the latter closerto the bulk values[106]. In the min-
eral surfacesstudied in this work, there are three di erent surfacecations:
{O Si",{0O Mg" and{O Ca". Giventhe fact that the surfacehasonly a
limited capacity to adsorbwater, we should make an educatedguessabout
which cationswill most likely be at the adsorption/hydroxylation sites. This
information is requiredfor the (time-consuming)abintio calculations,which
can relax the atomic positions for a given initial situation, but which are
not capableof nding the relevant initial situations. Examining all possible
initial situation would take an unfeasibleamourt of computer time. From
our obsenations on the reconstructionof pure surfaceqseeprevioussection),

we expect that at diopside surfacesundercoordinated Si will be the rst to
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bind to the oxygen atom of the hydroxyl group, becausethe Si{O bond is
stronger than the Mg{O and Ca{O bonds. Onceall Si sites are exhausted,
undercaordinated Mg and Ca sites have a similar tendencyto be hydroxy-
lated. At akermanite surfaces,Si and Mg both have the priority for binding
to hydroxyl, followed by Ca. The result is that after disscciation of a water
molecule OH! is attached to the low{coordinated silicon at diopside sur-
faces,and to silicon and magnesiumat akermanite surfaces. At both types
of surfaces,H" is captured by the dangling oxygen bond accordingto Eq.
2.10.

In the next paragraphs,we descrile the di erent hydroxylated surfaces,
aswe obsened them in our abinitio simulations.

In the caseof the f 001g diopside surface,one hydroxyl group was found
to be attached to a three{fold coordinated silicon forming SiO; OH, which

are connectedwith ead other forming a chain like this:

( O SO OH OH )

A |
> SiO,
The indicate a hydrogenbond and > indicatesan internal chemicalbond.
The chain speci ed in the above formula is indicated by the thick blad line
in Fig. 2.8 (a). Hence,SiO,H are connectedby hydroxyl{h ydroxyl aswell as
by hydroxyl{oxygen hydrogen bonds, wherethe OH OH distanceis 1.79
A andthe OH O distanceis 2.85A (seeFigure 2.8 (a)). Wetried to adsorb
four and six water moleculeson this surface,and obsened that only two
of them were dissciatively adsorked at Si sites (chemisorption), while the
otherswereadsorbedwithout dissaiation at magnesiumand/or calciumsites

(physisorption). The physisorption energiesare -6.38 kJ/mol (exothermic)
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in the caseof two molecules,and 12.03kJ/mol (endothermic) in the case
of four molecules. The reasonfor the absenceof dissaiative adsorption at
unsaturated Mg or Ca sitesis that the chemical bond in water is stronger
than the Mg{O or Ca{O bonds. We concludethat water moleculescan be
dissaiatively adsorked only at Si sites, which meansa fully hydroxylated
f 001g diopside surfacewill corntain 2 water moleculesper surfaceunit cell

(seealsoTab. 2.10).

At the f01Qy diopside surface,the surfacesilicon is part of two silanols,
[SiO,(OH),], which are parallel to ead other and form an unclosedring like

this:

OH SiO OH

HO SiO HO

AN

The distancesbetweenthe hydroxyl groupsare 1.69,1.70and 2.05A. Also

here,not more than two water moleculescan be dissaiatively adsorbed.

Two water moleculesare adsorked dissaiatively to the Si{terminated
diopsidef 10Qy surfaceunit cell. At the hydroxylated diopsidef 100y surface,
it was obsened that the top Si surfaceatom is bond to one hydroxyl group,
while another hydrogen atom from the water moleculeis attached to a sur-

face oxygen connectedto Mg and Ca atoms. This results in the following
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repeating unit of Si tetrahedrons:

HO o)
| |

(O Si O Si
| |
O HO

The distance betweenoxygen and the hydroxyl group is around 1.99 A.

At the f011g diopside surface, the surfacesilicon tetrahedron cortains
one silanol group. Three tetrahedra are connectedby one hydrogen bond
(1.31 A), and oneis almost isolated, having a bond length of 2.96 A. This
connectioncan be descriked as follows:

>Si0 OH OH O0Si<
I
0] OH

I I
>Si0 OH O OSi<

The OH OH distancein the upperlineis 2.96 A andthe OH O distance
in the lower line is 1.31A.

At the hydroxylated f101g diopside surface, there are two di erent Si
tetrahedra: one containing one hydroxyl group and another cortaining two

hydroxyl groups,which are connectedby hydrogenbonds as follows:

(O Si HO HO Si OH)
I
o

The hydrogenbond length is around 1.43 A.
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At the f 11Qy diopsidesurface,a water moleculecan only be physisorbed
at the Mg and Ca sites. The reasonis that this surfacedoes not cortain
any unsaturated silicon atom. Only undercmrdinated Mg and Ca ions are
presen in the surfacelayer. Due to this obsenation, we did not take this
surfacefurther into accourt in our chemisorption study. The physisorption
energyof water at this surfaceis is -90.41kJ/mol (Tab. 2.10),which is smaller
than the chemisorption energies.

In the caseof the f 001g akermanite surface,two water moleculescan be
adsorked dissciatively, of which one hydroxyl group is attached to silicon
and another is sharedby silicon and magnesium. The two hydroxyl groups
lie rather closeto ead other (hydrogenbond of 1.58A). Two hydrogensare
attached to two dangling surfaceoxygen bonds and create in this way two
new hydroxyl groups. Of these,only one lies closeto a Si (hydrogen bond
of 2.11A) while the other is e ectively an isolated hydroxyl group, far away

from Si atoms. Two Si tetrahedra are connectedsharing one oxygen:

OH OH
[ [
>Si0 O O0OSi< :

The areaof the surfaceunit cell of f 100y akermanite is roughly one half
of areaof the f 001g surfaceunit cell, sud that not two but only one water
moleculecan be adsorbed per surfaceunit cell (the density of adsorbed water
moleculesis more or lesssimilar, seeTab. V). The correspnding chemisorp-
tion energyis much smaller(-20.12kJ/mol) than it wasin the previouscases
(-114.08 -472kJ/mol), andis alsobelow the rangeof typical chemisorption
energieg40-800kJ/mol) [132]. Wetried to simulate molecularadsorptionon

the hydroxylated surface,and found an adsorption energyof -174.76kJ/mol.
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This is much larger than in the caseof the diopsidef 001g surfaceand f 110y
surfaces,wherewe concludedphysisorption takesplace.

At the f011g akermanite surface,two{fold coordinated silicon and mag-
nesium atoms share one hydroxyl group, while another hydroxyl group is
attached exclusiwely to silicon. In this con guration, magnesiumis still un-
dercoordinated, and therefore it attracts deeper-lying oxygen, resulting in
a four{fold coordination. The hydrogenbond lengths are 1.46 and 1.97 A.
There are hydroxyl groupsformed from surfaceoxygen and hydrogenof wa-
ter and they are located between Mg and Ca. These hydroxyl groups are
not connectedwith silicon and are therefore called to be ‘isolated. The

connectionof two Si tetrahedra can be depicted as
(>SiI0O O HO SiO OH)

. (seethe thick black line in Fig. 2.8-b).

At the f 11Qy akermanite surface,two hydroxyl groupsare located at the
interstitial site between v e{fold coordinated Ca and two v e{fold coordi-
nated Mg atoms. Hydrogen atoms bind with the surface oxygensof a Si
tetrahedron. Hence, silicon has two silanols, and these Si tetrahedra are
connectedwith ead other by a hydrogenbond of 1.67 A, i.e.:

OH

|
( OSi OH )

Table 2.10 summarizesthe reaction energies,that is, chemisorption en-
ergiesfor dissaiative adsorption of a water molecule,and the capacity of
the di erent surfacesfor dissaiative water adsorption. Figure 2.8 shaws the

hydroxylated diopsidef 001g and akermanite f 011g surfaces.
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Figure 2.8: Top view of the surfacestructure of hydroxylated diopsidef 001g
(a) and akermanite f 011g (b) surfaces.Colored dotted lines show the weak
bonds between Ca, Mg and O, while grey dotted lines shav the hydrogen
bondswith their bond lengths. The thick bladk linesin both picturesindicate

the skeletonsthat are described in the text.

By these hydroxylation simulations, we can concludethat the unsatu-
rated surfacesilicon atoms are responsiblefor the chemisorption of water on
diopside surfaces,while on akermanite surfacesunsaturated surfacesilicon
and magnesiumatoms are responsible. The obsenation that Mg plays a
moreimportant role in akermanite than in diopsideis related to its di erent
polyhedral coordination. We alsoobsened that at most two water molecules

can be chemisorked onto the surfaceunit cell.

The oxalic acid moleculehasa planar geometryand there are seweral con-
formations. In the lowest energyconformation, two reversecarboxyl groups

are connectedby a hydrogenbond (O His 1.87A). The O{O distancesare
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RE? ACP CN°®
fhklg | (kd/mol) | (10 *° mol/lcm?) | Si| Mg | Ca
fO0lg | -167.42 3.82 4| 5 7
f0l1Qy | -156.85 6.51 4 4 6
f100y | -466.83 6.94 4| 6 6
fOllg | -165.22 3.29 4 13,557
f101g | -472.00 6.07 4| 5 6
f110y | -90.41 - 4 4 8
f00lg | -229.99 5.45 4 (2,4 6
f100Qy | -20.12 4.24 4 3 6,7
fOllg | -199.71 4.59 4 4 6
f11Qy | -114.08 5.99 4 4 6

2 Reaction energy® Adsorption capacity,® Coordination number

Table2.10: Reactionenergyfor the hydroxylation (RE), the maximum capac-
ity for dissaiatively adsorbingwater (AC), and the resulting coordination
number (CN) of cations at the hydroxylated surfaces. The upper part is
for diopside surfaces,the lower part for akermanite surfaces.In the caseof

diopsidef 110y surfacethat is physisorption.

2.62A betweentwo di erent carboxyl groupsand 2.35A inside one carboxyl
group. It canbe dissaiated into a bioxalate ion (HOOC COOY) orinto an

oxalate ion (C,02!) and a proton (H*).

The dissaiative adsorption of oxalic acid on the hydroxylated surfacetoo

can be descrilked as a Br nsted-Lowry acid-basereaction where the proton
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is transferred to a surface oxygen forming a hydroxyl group or creating a
water molecule,and the bioxalate ion or the oxalate ion is adsorked at a
metal cation site forming a surfacecomplex. The bioxalate can attach to
the surfacewith the two oxygen atoms of the carboxylate group, or with
one oxygen from the carboxylate group and one from the carboxyl group.
It is reasonableto expect that the chemisorption sites at the hydroxylated
surfacewill be low{coordinated surfaceCa and/or Mg atoms. In the following
paragraphs,wewill descritethe geometryof surfacecomplexegesulting from
the chemisorption of oxalic acid on hydroxylated surfaces,and we will give
the correspnding chemical reaction equations.

In the caseof the hydroxylated f 001g diopsidesurface,a bioxalate ion is
adsorkedon the Ca and Mg sites,and a hydrogenis bondto a surfaceoxygen.
The geometry of the adsorbatesis planar, and two adsorbate oxygensare
bond to seeral hydroxyl groupson the surfaceby a strong hydrogen bond
(1.5 and 1.6 A )(seeFig. 2.9), which helpsto attract the adsorbateto the
surface. The chemical formula for this chemisorption can be described as

follows:

> CaMg OSi(OH) + H" + HOx ) *
> Si(OH),+ > CaMgHOx;  35212kJ/mol (2.11)

HOx! represets a bioxalate ion, HC,O}. The adsorption of an oxalate
ion was not obsened. After the chemisorption, the coordination numbers of
surfaceMg and Ca atoms becomethe sameasin bulk.

For the hydroxylated f 010y diopside surface,a bioxalate ion is adsorked

at the Mg site, after which the coordination of the latter becomessix{fold,
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Figure 2.9: Top view of the structure of a surfacecomplexon the hydroxy-
lated f 001g diopsidesurface. The bioxalate ion is conmbined with surfaceCa
and Mg cations, and there exist strong hydrogen bonds between adsorted

bioxalate and surfacehydroxyl groups.

asit isin bulk. Sincethe top Ca atom lieslower than the Mg atom and it is
surroundedby hydroxyl groups,it is not a suitable site for the oxygen of the
oxalate to attach to it. The adsorbed bioxalate is surroundedby hydroxyl
groupsaswell, with distancesfrom 1.53to 1.96 A. The chemicalformula for

the reaction on the Mg site can be descriled asfollows:

> Mg OSi(OH), + H" + HOx ) *
> Si(OH);+ > MgHOx ; 40074 kJ/mol  (2.12)

Although the adsorption of the oxalate ion happenedwith the orthogonal
conformation (not planar), the adsorption energyis lower than it is for the

hydrogen oxalate. Hence,we concludethat hydrogen oxalate is more favor-
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able than oxalate in the caseof this f 01Qy surface.

In the simulation of adsorption of oxalic acid on the hydroxylated Si{
terminated f 10Qy diopside surface, we obsened weak chemisorption: the
hydrogen of oxalic acid was attached to surfaceoxygen, and the bioxalate
ion was weakly attached to the six{fold coordinated Ca atom. The distance
betweenthe oxygen of the bioxalate ion and the surfaceCa atom is 2.73 A,
which is largerthan the Ca{O bondlength in the calcium-oaygenpolyhedron
(2.5A). Asthere arese\eral hydrogenbondsbetweenoxygensof the adsorked
bioxalate ion and hydroxyl groupsof the surface,it canbe expectedthat the

adsorbked bioxalate ions are very stable.

> CaOSi(OH) + H" + HOx ) *

> Si(OH),+ > CaHOx;  26348kJ/mol (2.13)

At the hydroxylated f011g diopside surface, the bioxalate and oxalate
wereadsorbedin con gurations wherethey bridge Mg and Ca cations. Their
geometriesare planar in the caseof bioxalate and orthogonal in the caseof

oxalate adsorption. The chemical reactionsare as follows:

> Mg OSi(OH)+ > CaOSi(OH) + H" + HOx ) *
> Si(OH),+ > SiIO(OH),+ > CaMgHOx, 64537 kJ/mol (2.14)

> Mg OSi(OH)+ > CaOSi(OH) + 2H" + Ox* ) *
> 2Si(OH),+ > CaMgOx;  43829kJ/mol (2.15)

where Ox?2{ is an oxalate ion, C,02{. The adsorption energy of hydrogen

oxalate is larger than the one of oxalate.
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At the hydroxylated f101g diopside surface, the bioxalate and oxalate
ions were attached to the surfaceMg and Ca atoms. After chemisorption,
the surfaceMg atoms are saturated (coordination number six). In the case
of oxalate adsorption, the adsorked oxalate ion was surroundedby hydroxyl

groupsof the surface,forming seweral hydrogenbonds.

> CaMg O,Si(OH) + H" + HOx ) *
> Si(OH),+ > CaMgHOx;,  231:39kJ/mol (2.16)

> CaMg O,Si(OH) + 2H" + Ox?* ) *
> Si(OH);+ > CaMgOx, 28823 kJ/mol (2.17)
It was obsened that oxalate adsorption is more favorable than bioxalate

adsorption. Figure 2.10 showns the geometriesof surface complexeson the
diopsidef 001g and f 010y surfaces.

Figure 2.10: Side view of surfacecomplexeson the diopsidef001g (a) and
f01Qg (b) surfaces.

At the f001g hydroxylated akermanite surface,the two top Mg atoms

with coordination numbers 2 and 4 are bond with a bioxalate ion and an
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oxalate ion. Although there exist unsaturated Ca atoms at the layer un-
derneath the surface,we did not obsene them to react with the absorked
molecule. The geometry of adsorked bioxalate is planar. The adsorked ox-
alate is twisted by about 35 , and thereforethe oxygen of the oxalate almost
sharesa hydrogen with the surface oxygen. The reaction formula can be

written as follows:

> Mg [OSi(OH)] Mg + H" + HOx ) *
> Si(OH),+ > Mg,HOx; 38337 kJ/mol (2.18)

> Mg 2[OSi(OH)] Mg + 2H* + Ox? ) *
> 2S(OH),+ > Mg,Ox; 38509 kJ/mol (2.19)

At the hydroxylated f 100y akermanite surface,the bioxalate is adsorbed as
a bridge betweenMg and Ca sitesand hydrogenwasbond to an independert
hydroxyl group forming a water molecule. Meanwhile, oxalate is adsorlked on
a Ca atom, and a water moleculewas createdthat bondswith a Mg atom.
The geometry of adsorked oxalate is twisted by about 30 . The chemical

formula is asfollows:
> MgOH+ > CaO,Si(OH) + H" + HOx ) *

> Si0,(OH)+ > CaMgHOx+ H,0; 50760 kJ/mol (2.20)

> MgOH+ > CaO,Si(OH) + 2H" + Ox* ) *
> SiO(OH),+ > CaOx+ > Mg+ H,0; 57616 kJ/mol. (2.21)
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Thesetwo processesire cortinuousand the reaction energyof chemisorption
of oxalate is larger than the onefor bioxalate.

At the hydroxylated f 011g akermanite surface,bioxalate is adsorbed on
two Ca sites, which was followed by the cortinuous adsorption of oxalate on
the samesites. During the adsorption, the existing hydrogen bond was bro-
ken and new hydrogenbondswith the adsorbatewere created. The formula

can be described as follows:

> CaSiO+ > CaOSi(OH), + H" + HOx ) *

> Si(OH)+ > OSi(OH),+ > Ca,HOx;  38200kJ/mol (2.22)

> CaSiO+ > CaOSi(OH), + 2H* + Ox* ) *
> Si(OH)+ > Si(OH);+ > Ca,Ox; 44857 kJ/mol. (2.23)

Also the adsorption of oxalate is more favorable than the adsorption of hy-
drogenoxalate.

In the caseof a hydroxylated f110y akermanite surface, the bioxalate
and oxalate are attached to a Mg atom, sincethe Ca atom is located at the
subsurfacelayer and is surroundedby other atoms. Their reaction formula

is as follows:
> Mg OSi(OH), + H" + HOx ) *

> Si(OH);+ > MgHOx; 55062 kJ/mol (2.24)

> Mg OSi(OH), + 2H* + Ox® + O%) *

> Si(OH),+ > MgOx + OHX;  43484kJ/mol (2.25)
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where O is a surfaceoxygen at the lattice site. Oxalate adsorption is less
favorable than bioxalate adsorption. Figure 2.11 shows the geometriesof
the surface complexescreated by the chemisorption of oxalic acid on the
hydroxylated akermanite surfacesas examples.In table 2.11 we summarize

the chemisorption energiesof the hydrogen oxalate and oxalate ions.

Figure 2.11: Sideview of surfacecomplexeson the akermanite f 100y surface

(a) and akermanite f 011g surface.

It is clear that the chemisorption of an oxalic acid moleculeon the hy-
droxylated surfacesis easierthan the physisorption of a water moleculeon
the samesurfaces:reaction energiesfor the former are in the range -231
-645 kJ/mol, while for the latter they are in the range 12 -175 kJ/mol.
Therefore, it can be concludedthat oxalic acid adsorption e ectively will

happen, with its protective e ects for the corrosionof theseglasssurfaces.

2.2.4 Summary

By usingabinitio simulation techniqueswe have studiedthe surfacestruc-
ture, hydroxylation and chemisorptionof oxalic acid moleculeson the hydrox-

ylated surfaceof diopsideand akermanite cortaining Si, Mg and Ca cations.
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CN

fhklg | bioxalate | oxalate | Mg | Ca

f00lg | -352.12 - 6 8
f01Qy | -400.74 | -340.87| 5,6 | 7
f10Qy | -264.48 - 6 7

fOllg | -645.37 | -438.29| 4,6 | 6,8
f101g | -231.39 | -288.23| 6 |6,7
f00lg | -383.37 | -385.09/ 3,5 | 6

f100Qy | -507.60 | -576.16| 3,4 | 6
fO01lg | -389.00 | -448.57| 4 6
f11Qy | -550.62 | -434.84| 4,5 | 7

Table 2.11: Disscriative adsorption energy(kJ/mol) of bioxalate and/or ox-
alate on the hydroxylated surface,and the coordination number of Mg and
Ca after the chemisorption. The upper part is for diopsidesurfacesthe lower

part for akermanite surfaces.

Basedon good clearageplanesof the crystals, the related low index surfaces
have beenstudied. After cutting the crystal, the reconstruction of the sur-
faceswas investigated. This helped to understandthe di erent behavior of
se\eral cations. We obtained the surfaceformation energiesby calculating
the total energyof the reconstructedsurface.

We have studied the hydroxylation of the surfaces. The simulations
shavedthat somesurfacessud asf 100y and f 110 of diopsidedo not experi-
encehydroxylation becausehere is no unsaturated surfacesilicon. Where it

occurs, hydroxylation stabilizesthe surfacesdueto the e ect of coordination
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saturation. We estimatedthe capacity of disscriatively adsorbingwater. Av-
eragevaluesare 5.3310 *° mol/cm? in diopsideand 5.0710 ° mol/cm? in
akermanite surfaces.lt wasfound that the unsaturated surfacesilicon atoms
in diopside and additionally magnesiumatoms in akermanite are the main
responsiblesfor the hydroxylation of silicate mineral surfaces. The reason
is that it is more dicult to break a water moleculethan to form a cation-
oxygen bond or a cation-hydroxyl group for unsaturated surfaceCa and/or
Mg atoms, while it is easierto form Si{O and/or S{OH bonds.

The chemisorption of oxalic acid molecule on the hydroxylated surface
have been studied. The geometriesof adsorked hydrogen oxalate and ox-
alate ions were planar in the former caseand twisted or orthogonal in the
latter case. The chemisorption sites were mainly yet unsaturated surface
Mg and Ca atoms, and the e ect of the chemisorption is to increasethe
coordination, which in turn stabilizesthe surfaceto protect the corrosion.
The chemisorption energieswere calculated, and we nd them to be larger
than the physisorption energiesfor new water molecules. This is the ba-
sic atomistic argumert that explainsthe experimertally obsened corrosion

protection by oxalic acid.
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2.3 Kinetic Monte Carlo simulation of ad-
sorption pro cesseson glass surface

Basedon the ab initio DFT simulations of mineral surfaces,we got an
atomic insight how to inhibit the glasscorrosionaswell assurfaceenergetics
(seethe section 2.2 and Ref. [133]). In this section we presen the KMC
simulation work for the sameprocessto get more realistic view for the glass
corrosionin the mesoscopicscale.

First, a kinetic model for the adsorption of ions on the surfaceand the
kinetics of chemical reactionsincluding the surfaceoxalate complexationis
descrited and then KMC simulation results are presetied. The applied al-
gorithm takesinto accour the surfacecharge causedby various adsorked

ions.

2.3.1 Mo deling of kinetic pro cessesat the glass/solution

interface

We have chosentwo typesof glassedor which long term corrosionexperi-
merts in aqueoussolutionscorntaining organicacidswere performedby Gross
et al. [104]. The rst type, glassA, is a composition of anorthite, akermanite
and diopside. The secondmodel glass,glassB, is pure diopside. The mole
fractions of oxidesand atomsin the model glassesare showvn in Table 2.12.

Further in this section we descrike the physical and chemical processes
which occur at the interface betweenthe solution and the model glass. The
following kinetic processesre takeninto accourt: adsorptionand desorption

of protons and hydroxide ions, disscciation of oxalic acid, complex creation
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Oxide | SiO, AlI,0;3 CaO MgO | Si Al Ca Mg
glassA | 0.465 0.130 0.225 0.115]| 0.157 0.087 0.075 0.038
glassB | 0.500 O 0.250 0.250| 0.20 0 0.10 0.10

Table 2.12: Chemical composition of the model glassegmolar fraction w;)

in the solution and on the surface,and dissolution of metal cations from the

surface.

1. Aqueousreactions

In aqueoussolutions oxalic acid dissaiates into two kinds of oxalate
ions: abioxalateion H C,O, andan oxalate ion Czoﬁ . Their activities

in a stationary regime,apx2 andayox , aredescribed by the following

equations:
aH ox
K= ———; 2.26
= aron (2.26)
K= ——>—: 2.27
? aH+ a4 ox ( )
Co= Cox T ayox * Aoxz ; (2.28)

where K; and K, are the equilibrium constarts, ay+ is the activity
of protons in the solution, coy is the concetration of the oxalic acid
molecules is the user-sgeci ed initial concerration of oxalic acid, R

is the gasconstart and T is the temperature,.

2. Adsorption of ions

The generalequation of adsorption of ions, for examplehydroxide ions,

on the glasssurfacecan be written asfollows,

> SIOH + OH > SIOH OH > Si0O + H,0 (2.29)
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For the eq. (2.29) we have the following kinetic equations

@sio aon (1 OH ) OH
= ; (2.30)
@ S SH

where sio represets the glasssurface coverageby hydroxide ions,

aon is the activity of this speciesin the solution, 1= 4, and 1= 3,

denotethe adsorption and desorptionrates, respectively.

According to the constart capacitancemodel [134,135]the adsorption
coe cient for the chargedspeciesis equalto
0

- j
h = exp RT exp

o .
RT

(2.31)

where GJQ is the standard Gibbs free energyof adsorption, ¢ is the

double layer potential di erence and F is the Faraday's constart.

The solution of eq. (2.30), the coverage by charged species, have a

nonlinear dependenceon its activity in the solution asfollows,

i = ha': (2.32)

This relation yields the dissolution rate low Ry al, [136]. The
coe cient n = 0:2 was obtained by Boksay and Bouquet [137] from
the experimertal pH-dependencyof dissolution rate for Mcinnes-Dole

glass.

3. Surfacecomplexcreation

Due to the interaction between oxalate ions and glass species, sur-
face complexesare created. Sud processesre descrited by suitable

chemical equations. According to the DFT calculations [133] most of
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important reactionsfor surfacecomplexation and Gibbs free energies
of reactions are presered in the section2.2.3. In the KMC simula-
tions we assumethat the surfaceof model glassis a mixture of various

crystalline surfacesin equalfractions.

Now we turn to the systemof kinetic equations,which descrile reac-
tions of oxalate ions with glasssurfacespeciesas following,
@gij X S

+ + L Rji ii
@ = kRij aOxj a+ 1 CRik kRij Cgij rIH kC;JQT Cgij 31(233)
k

wherecﬁij and CRYU are respectively surfaceand volume concerrations
of oxalate complexesproducedby the reaction betweenj -type oxalate
ionandi-typeglasscomponen, aoy; isthe activity of oxalate ionsin the
solution, and nj; is the stoichiometric coe cient in the reaction. The
rst term in eq. (2.33) describesthe forward reaction rate, the second
the badkward rate and the last term the proton-promoted dissolution
of surfaceoxalate complexeswherer!"” is a dissolution constart and

R: . . .
Kcar IS @ catalysiscoe cient.

The forward and badkward ratesfor a complexationreactionsare given
by

A

Er, F(~ o )
+ —_ ij .
kRij = koexp RT exp —F®RT (2.34)
|
Al
) Gr;
_ Rij Rij .
kRij = koexp RT exp RT (2.35)

where kg is a constart, EQU is the activation energy and GE‘ is the

Gibbs free energyof reactions.
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4. Dissolution rate

To understandthe medanism of catalysis and inhibition of glasscor-

rosion in the presenceof oxalic acid, the dissolution rate should be

calculated. The simplied form of the rate low for the glassdisso-
lution, which was rst suggestedby Grambow [138], was successfully
used for the model of the dissolution of multi-componert glassesby

Conradt [139]. According to this experimertal approad the dissolu-
tion reaction coe cient is similar for all glasscomponens and e ect

ions and obeysthe relation

A

G
r=roexp RT exp Thydr : (2.36)

wherero and are the xed experimertal constarts and the aver-
agedvalue of hydration energyis obtained from the relation Gpyqr =

P . : .
w; ; Gj = . For the simulations we usethe experimertal values

j
roexp( Ea=RT) = 55 10¥ molcm 2 s?! and = 0:3 for the
glasseswhich are similar with our model glasseqHT b er glassand

Maclnnel Dole glass).

The reactionsof the ion exdhange,which describe the dissolution of Ca
and Mg atoms and the dissolution of the correspnding surfaceoxalate
complexes.are also considered.The equilibrium constaris for Ca, Mg
and Al dissolution was ewvaluated from the experimertal data for the
ion exdhange. The activation energyof breaking Si-O-cationbonds (25
kcal/mol by water and 20 kcal/mol by proton) was calculatedfrom the
relation betweenthe transition probability for the ion exdhangeand for

silica dissolution, which was assumedequalto 1000[140].
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As it was investigated by Ojovan et.al. [141]and McGrail et.al. [142],
the di usion plays a main rule in ion exdangekinetics. In the presen
work we assumethat the di usion rate of cationsin the bulk gassis

enoughto keepthe constart concerration of cationson the surface.

2.3.2 Computational details of Mon te Carlo simulation

We suggesta possibleway to simulate the non-stationary chemical pro-
cessedy a kinetic Monte Carlo algorithm. The initial parametersfor di u-
sionand adsorptionenergiesvasobtainedfrom abinitio and/or experimertal
data [133].

The adsorption processe®f protons and hydroxide ions and reactionsin
the solution are much more faster than the processe®f the surfacecomplex-
ation and corrosion. We have carried out the MC simulation for this faster
processeantil they reat the stable equilibrium in ead loop of main KMC
procedure for slonv processes. To simulate the long time ewlution of the
conceftration by meansof the presen KMC algorithm we have rst carried
out the calculation of averagedsurfacecoverageof physisorked protons and
hydroxide ionsin a small time scaleand then using the data we have simu-
lated the coverageof surfaceoxalate complexesand dissolution at the large
time scale[143].

The total dissolution rate was calculatedin ead loop of KMC algorithm
accordingto the following relation
o M

Riot = ——=2—;
b AtcorNA

(2.37)

whereN.., is the number of corrosioneerts for the time t.,,, A is the surface
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area, N, is the Avogadro constart and M; is the molar massof dissolhed

substancein a i-th ewert.

In our study we use a grid of adsorption sites with the sizea = 1.6
nm. This value was evaluated from the adsorption site density Ng = 5:3
sitesnm 2. The simulations by KMC algorithm are performedon a surface
domain of 200 200grid sites,that correspndsto the total number of sites
Nt = 40000and to the surfacearea A = Ngm=Ns = 1:1 10 % cm?. In
the initial state all surfacespecies(Ca, Mg, Al, Si) wasrandomly distributed
aroundthe grid siteswith a probability proportional to their molar fractions.
The volume of the solution above the surfaceV = 1:81 10 ° cm® was
estimated from experimertal conditions A=V = 0:06cm . The initial num-
ber of particles for the i-th speciesin the solution volume was calculated as
NV = ciNaAV = ¢;6:6 10, wherecy is the initial concerration in [mol/l].
Sincethe estimated number of particles in the solution from the experimert
is too much for the program, for the simulation of agueousreactionswe use
the number of particles of i-th type N; = 6:6 1P and transform the con-

certration in units [mol/l] to the number of particles and vice versaby the

transform coe cient N;=gG.

2.3.3 Results and discussion

The concertration of the surfaceoxalate complexeswhich areresponsible
for the inhibition of glasscorrosion,is a ected by many medanisms. On the
one hand the positive surface charge at low pH increasesthe adsorption
of negative oxalate ions and catalyzesthe complex creation according to

eg.(2.34). On the other hand dueto the decreasingactivity of oxalate ionsin



100 Kinetic Monte Carlo simulation of glass corrosion

the solution at low pH the rate of complexcreationdecreasesThe desorption
of oxalate complexes,which are not bound to the surface,decreaseghere
surfaceconcenration too. At high pH the probability to build the surface
complexesstrong decreaseslue to the negative surface charge. Allthough
the surfaceconcenration of the calcium oxalate complexescan increasedue
to the deposition onto the surfacecalcium complexescreatedin the solution,

but this medanism we don’t simulate in our study.

In the context of this analysisthe main simulation results of our study
is the investigation of the pH-dependenciesof the conceitration of surface
oxalate complexes.For the simulation we chosenthe conditions of corrosion

experiments carried out by Grosset al. [104]. In gure 2.12the simulated

curvesat T — 270NN and A — 1 mmal m 3 arachnan

T T T T T T T T T

=8 glass B, CaMgHOx
0,25 0—o glass A, AIHOX+AIOx | _|
A--A glass A, CaMgHOXx

o
N

0,15

¢, mol fraction

o
Ll G
1§

0,05

Figure 2.12: The concefttration of oxalate ions and oxalate complexesas a

function of pH value, glassA and glassB.



Kinetic Monte Carlo simulation of glass corrosion 101

As it follows from simulation results the surfacecomplexation occurs at
pH < 7. This is e ect of the positive charge on the surface due to the
proton adsorption. The total coverageof oxalate complexesincreaseswith
decreasingpH and reades their maximal value. The complex CaMgHOXx
existsin two typesof glassesand is the most stable oxalate complex,because
there are three bondsto the glassbulk. The complex MgHOX, which have
only one bond, vanishesalready after any second.

The next gure 2.13shaws the dissolution rate asa function of pH value.
There are experimertal data and the simulation results by our algorithm

with and without the oxalic acid.

Figure 2.13: The dissolutionrate of model glassesvith and without oxalate,

glassA (a) and glassB (b).

For the glassB the dissolutiondecreaseslueto the coverageof the surface
by the stable calcium-magnesiumoxalate complexes. The inhibition e ect
occursat pH < 7. The simulations results have a good agreemenh with the
experimertal data obtained by Gross[104]. The inhibition e ect for the

model glassA cortaining aluminum, calcium and magnesiumoxides in the
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presenceof oxalic acid is not visual. The inhibition due to creation of the
calcium-magnesiumand calcium-calciumoxalate complexesis not obsened
becausethe dissolution rate increasesdue to proton-promouted dissolution
of unstable magnesiumand aluminium oxalate complexes,in other words
due to oxalate promouted dissolution of magnesiumand aluminium. The
last result is an a agreemeh with experimertal data obtained by Camaand
Ganor [144].

It is reasonableto carry out the simulation of dissolution rate by means
of deweloped algorithm for various glassesat the presenceof various organic

acidsand alsoto cortinue DFT calculations of model parameters.

2.3.4 Summary

In this work the strategiesof inhibiting glassdissolution in the presence
of oxalic acid was studied. For this aim we have deweloped a kinetic model
of adsorption processe®n a glasssurfaceand have usedKMC simulation on
the two time scales.The dewloped algorithm is an e cient method for the
investigation of adsorption processedor various multi-componen systems.

The simulation results obtained by the deweloped algorithm explain the
experimentally obsened pH dependenciesof glassdissolution and predict
that the surface complexation leadsto the inhibition e ect at low pH for
diopsideglassdue to creation of calcium{magnesiumoxalate complexes.For
aluminium cortaining glassthe inhibition e ect is not obsened due to the
large oxalate-promouteddissolution of aluminium and magnesium.

The model allows to simulate the time ewlution of the concerration

of oxalate complexesand to predict the favorable conditions (temperature,
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concettration of oxalic acid, fractions of componerts) for building the stable

surfacecomplexes.
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Chapter 3

Phase eld parameters of Al
and Ni from molecular

dynamics simulations

In this chapter we determinethe following quartities for fcc Al and fcc Ni,
using moleculardynamicsin combination with the embeddedatom method:
the melting temperature, the diusion coecient in the liquid state as a
function of temperature, the kinetic coe cient during solidi cation in an
undercaled melt, and the interfacial free energy with its crystallographic
anisotropy. Thesequartities are neededas input parametersin phase- eld
simulations for thesematerials. The atomic-scalestructure in the liquid and
undercmled phasesis analyzed. A systematic comparisonbetween pure Al
and pure Ni is given, and the di usion constart and kinetic coe cien t of pure
Al aretheoretically determinedfor the rst time. A slightly modi ed method

to identify with lessambiguity the interface atoms during the computation

105
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of the interfacial free energyis presered.

Aluminium and nickel are the mostimportant ingredierts of superalloys,
which have beenwidely usedin the aerospacengineand power turbine indus-
tries. The material properties of thesesuperalloys strongly depend on details
of the production process sud ascastingand quending. Understandingthe
complexmicrostructural morphologyin metals and their alloys during solid-
i cation, and the in uence of this microstructure on crystal growth, is an

important topic in modern technology aswell asin basicscience.

A phase eld method (PFM) [4,145] has beenrecognizedas the ideal
numerical tool to simulate the macroscopicmorphology that arisesduring
crystal growth. Within this methodology the interface between solid and
liquid can be e ectively tracked using a sharp or a di use interface model,
in which the phase eld that distinguishesbetweensolid and liquid plays a
critical role. A largeamourt of phase- eld simulations documeried in the lit-
erature demonstratesthat this method is capableof reproducing the complex
morphology (dendrites, lamellar structures; : :) that hasbeenexperimertally
obsened during eutectic growth of alloys [146,147]. The predictive power of
PFM simulations, howeer, strongly dependson the accuracyof those mate-
rial's parametersthat are required asinput, and which therefore have to be
obtained prior to a phase- eld simulation. For instance, the magnitude as
well asthe way how the kinetic coe cien t and interfacial free energydepend
on the crystallographic orientation a ect the morphology during free den-
drite growth and directional solidi cation. Sud material parametersmust
be provided either by experimerts and/or by atomistic computations. If the

latter can be realized, the ideal of experimert-free computational material
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designis better approaded.

The required material parametersfor a PFM simulation are the melting
temperature of the crystalline solid, the diusion coe cient in the liquid
phase, the kinetic coe cient which descrikes the speed of the solid-liquid
interface during solidi cation, and the interfacial free energy for the solid-
liquid interface. Two parametersthat play an important role in de ning the
nal morphology are the kinetic coe cien t and interfacial free energy which
both display a crystallographic anisotropy. In the latter casethe anisotropy
is very hard to determine by experimerts, becauseit is much smaller in
magnitude than the direction-averaged interfacial free energy Molecular
dynamics (MD) simulations employing the embeddedatom method (EAM)
potential [8,9,148{151] have proven to be very reliable and realistic for the
computation of sudh quartities [152{154]. The EAM potential is particularly

designedfor usein condensedmatter.

The di usion constart in the liquid phaseis the basicinput parameterfor
PFM simulations. Interdi usion constarts in the caseof alloys aswell asself-
di usion constarts for pure compounds can be calculated by examining the
mean-squareddisplacemen (MSD) or the velocity autocorrelation function
(VACF) of atoms. In recent simulation work for the Ni-Cu system[152],for
Au and Ag [153],for other pure metals [155],and for Ni-Al alloys [156{158]
and other alloys [159], di usion constarts are reported in the undercoling
regimeaswell asbeyond the melting point, shonving a scalinglaw [160]. The
structural properties of liquid Ni have also beentreated by EAM-MD [161,
162], providing the radial distribution function (RDF) and static structure

factors, which both are ngerprints that characterizestructural details of the
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liquid phase.
The kinetic coe cient is de ned asthe proportionality constart between

the solidi cation speedand the amourt of undercoling:
v(T)= [T Twu] (3.1)

where Ty, is the melting temperature. Kinetic coe cien ts can be computed
by the free-solidi cation method (FSM) [152,153,163{165],in which the solid-
liquid interfaceis rst createdand equilibrated at the previously determined
melting temperature. Subsequetly, the whole system including the solid-
liquid interface is allowed to ewlve under various undercmling situations
(dierent T in Eqg. 3.1), during which the velocity of the interface during
solidi cation is recorded. It is well-known that the speed of crystal growth
{ and therefore the kinetic coe cient { slightly dependson the crystallo-
graphic direction. This anisotropy lies at the basisof the possibly complex
morphology of the resulting solid phase,as was demonstratedby many MD
simulations [154]. The growth kinetics in pure metalsand in alloys are quite
di erent from ead other [166]. The growth velocity in pure metalsis in gen-
eral much larger than in binary metallic alloys, becauseunlike pure metals
alloys display glassformation due to interdi usion.

The Capillary Fluctuation Method (CFM) [154,167{169]within MD has
beenestablishedrecerily to be an accurateway to compute the solid-liquid
interfacial free energywith its weak crystallographic anisotropy. The solid-
liquid interfacial free energydependson the angle betweena certain crystal-

lographic direction and the direction normal to the interface[167]:

()= ofl+ cosA + ) (3.2)
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where g isthe average direction-independer freeenergyand isthe anisotropy.
In fact, the anisotropy is too small to directly extract it from the uctuation

of the solid-liquid interface heigh in the CFM method, becausat is smaller
than the uncertainty in . This problem can be circumveried by using the
interfacial stiness, + % by which the anisotropy becomesone order of

magnitude larger [167]:
+ 9= ;1 15 cos4): (3.3)

CFM hasbeensuccessfullyappliedto Ni [154,167],Al [168],Au and Ag [153],
Fe [170,171],hcp Mg [172],Ni-Cu alloys [173]and alsoto hard-spheremod-
els[169]. Another numerical method to calculate the interfacial energyis a
cleaving thermodynamic integration technique [154,174,175]that has been
appliedto Lennard-Joneshard-spheres.It yieldsan anisotropy with a similar
accuracyasthe one obtained by CFM.

There are se\eral researt papersthat report on a computational deter-
mination of these properties for pure Ni and pure Al. Jakseet al. [162]
and Cherne et al. [161] reported the structure and se\eral transport prop-
erties of liquid Ni at seeral temperatures. The di usion and kinetic coef-
cients of Ni were determinedin the work of Hoyt et al. [152,163] and its
interfacial free energywas calculated by the sameteam as well [167]. Mor-
ris [168]hasusedCFM to computethe interfacial freeenergyof Al. Although
there exist a number of theoretical researb works for Al and Ni in this con-
text [152,161{163,167,168], not all parametersthat are required for PFM
simulations of the crystal growth of these materials have beentheoretically
determined before { and certainly not in a systematic and consistem way.

This is what the presen work aimsto provide. We will determineall relevant



110 Theoretical background

PFM parametersin Al and Ni, employing the above-menioned EAM-MD
methods. A comparisonbetween Al and Ni will be given, and somesmall
methodological changescomparedto previous approahesto compute PFM
parameterswill be discussed.The EAM potertials for Al asderived by Ja-
cobsenet al. [176],and for Ni the onesderived by Foileset al. [177]will be

usedtroughout.

3.1 Theoretical background and computational

pro cedures

Beforestarting morecomputationally intensive MD simulations, the melt-
ing temperature of the crystalline solid must be determined rst. We em-
ployed the void method [178]to compute the melting temperature of pure
fcc-Al and fce-Ni. As a rst step, a perfect periodic fcc lattice is constructed
with an e ective simulation box that cortains 10 10 10 crystallographic
unit cells (4000 atoms). This is subsequetly equilibrated at zero pressure
and at a temperature well below the experimertally known melting temper-
atures: 400 K for Al and 1300K for Ni. A time step of 2 fs for a total
simulation time 50 ps was used. Then voids with radii varying from 1 A to
17 A are createdinside the solid, and the systemis gradually heated from
the initial temperature towards a temperature well above the known melting
temperature (1500K for Al and 2500K for Ni), wherethe total simulation

time is 100pswith the sametime stepof 2 fs. To monitor the phasetransition
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from solid to liquid, the following global order parameteris used[178]:
Y

u
g X
"N

2 N 2
cos@ ri) + sin(q ry) ; (3.4)

i=1 i=1
where N is the number of atoms and a reciprocal vector g is selectedas
q-= ZT( 1;1; 1). At the melting temperature the global order parameter
decreasesapidly from about 0.8to below 0.1.
The short-rangeorder of liquid state can be analysedby calculating the
radial distribution function (RDF) [179]:
1 ) XX

4r2 rN
i=1 j6i

+

g '(r)= r rg) (3.5)

where r is the thicknessof a sphericalshell of radius r certered around a
certain atomic positionr;, = N=V isthe numberdensity andrj = jr; rj]
is the distance betweenatomsi and j. The RDF can be corverted to the

static structure factor S(q) via
Z

S(g=1+ 47 dr rsin(ar) [g(r) 1]: (3.6)

The integral of the rst peak of the RDF is related to the averagenumber
of particlesn, = 4 Ro“ dr r2g(r) in the rst coordination shell, where the
position of the minimum betweenthe rst and secondpeaks,r, is usedto
de ne the rst coordination shell.

After de ning the MSD as:
* +

1 X
[ri() @] ; (3.7)

M(t)zﬁ |

where < > denotesa time averageover all time origins, the liquid state

di usion coe cient D (or self-di usivity) can be determinedby applying an
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Einstein relation:

— i M(D)
D = tI!|1m o (3.8)
An alternative way to achieve the*sameis to start from the VACF:
+
1 X
C(t) = N vi(t) vi(0) ; (3.9)
i=1
and to usea Green-Kubo relation to nd the di usivit y:
Z
1 1
D=2 d C(): (3.10)
3 o

Both alternativeswill be applied in this work, as a way to detect possible
inaccuracies.Indeed,it wasreported that uctuations in the MD simulations
give riseto an error in the VACF [156], while the MSD canlooseits propor-
tionality to the time { especially in the caseof strong undercmling [156]. In
our simulations for the liquid state, we usedperiodic cellswith 2048atoms.
To createthe liquid state at the temperature of interest, the atoms are as-
signedrandom positions at rst, after which the systemis equilibrated by
NPT-MD and subsequetty by NVT-MD with a time step of 2 fs for a total
time of 100 ps. Using the parametersrox=15 A and r=0.04 A, the RDF
is calculated at ewvery 0.2 ps during the NVE simulation, and the nal RDF
is obtained by averaging those individual RDFs. In the calculation of the
MSD, we performed500 ps NVE simulations, calculating the MSD at ewvery
0.02 ps. Under 1 ps, the MSD is calculated at every 0.002 ps to get more
detailed information. To compute the VACF, a 50 ps NVE simulation is
performed calculating the VACF ewery 0.004 ps. This becausethe VACF
decass rapidly, and is essenally zeroafter 0.5 ps.

In the procedureof computing the kinetic coe cien t, di erent dimensions

are usedfor generatingsolid sampleswith di erent interfaceindices:24 8 8
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fccunit cells(6144atoms) for the (100) interface,34 11 8fcc (110) surface
unit cells(5984atoms) for the (110) interfaceand 14 11 7 fcc(111) surface
unit cells (6468atoms) for the (111) interface. Thesesolids are equilibrated
at the melting temperature, employing NPT and subsequetty NVT simula-
tions, where the sametime parametersas usedfor the equilibration of the
liquid are used. Three quarters of the cell in the long dimensionare molten,
while the remaining atoms are kept xed, and this by a 100ps NVT simula-
tion at high temperature (2000K for Al and 2500K for Ni) for three quarters
of the cell and imposing zero forceson the solid atoms. Keeping the solid
atoms xed, the liquid atoms are cooled to the melting temperature while
eliminating the stressin the length direction, by using a 100 ps constart
NPT simulation. Here P, denotesthe pressure(or stress)in the length
direction. Finally the whole systemis annealedat a given undercoling to
start the solidi cation, this by a NPT simulation of 100 ps with a time step
of 1 fs. To measurethe velocity of the solid-liquid boundary, we used the

volume approad instead of ertropy approad [152]:

_ T vVl
V= zlo/,T Vit (3.11)

where v is the velocity of the liquid-solid boundary, V,T and V, are the
volumes of the pure liquid and pure solid, respectively, at T temperature
and with the samedimensionas the interface system,and V (t) and I(t) are
the volume and length at time t in the systemwith the interface. The factor

2 is due to the two interfaces(we needa periodic cell).

To compute the interfacial energy we follow the proceduresdescrited in
Ref. [167]. Sinceat least three independen interfacial sti ness valuesare
neededto calculate , in equation 3.2, and since two anisotropy parame-
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ters appear in the expansionof the interfacial energy in terms of \Kubic

harmonics" [167,169], we work with three di erent orientations: (100)[010],
(110)[001]and (110)[110]. The notation (hkl)[ijk] for the interface systemis
used,where(hkl) areMiller indicesof the crystallographicdirection normalto
the interfaceand [ijk] are Miller indicesof the crystallographicdirection tan-
gen to the interfacealongthe width direction (see gure 3.1and Ref.[169]).
Two di erent expansionsare usedin this work:

! I#
x3 x3
(M) = o1+ 1 4 nf 3+, n® + 30n%n3n3  + (3.12)
i=1 ! i=1 4
n = 1+ e 2 + 3>@ SeeenZnin? o+ (313
) 0 1 n; 5 2 n NninzN3 7 (3.13)
i=1 i=1

wherefi is the vector normal to the solid-liquid interface and n; denotesits
componert along the crystallographic axis x;. A thin slab with thickness
b and width W is usedas displayed in gure 3.1. By expressingthe n; as
function of [167], andthus + areexpressedsfunctionsof aswell.
The interface heights (along the x axis) averagedover the thicknessalong

the width (y axis) are measuredat a discretesetof pointsy, = k y; y=

which canbeconsideredas uctuations of the interface,areestimatedfor eah
of the two interfaces. The interface sti ness is related to the mean square

amplitude of the Fourier spectrum of the interface uctuations de ned as

1 X .
hg)= - N exp( igyi) ; (3.14)
Y k=1
whereg =] ¢ =2 =W j=1:::;Ny:
. 5. kg T,
hih(q)j% = m ; (3.15)

wherekg is the Boltzmann constart.
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Figure 3.1: Thin slab model for calculating the interfacial free energy

In the presen work, we usethe following periodic cells: 130 90 4 fcc
(100) surfaceunit cells (93600 atoms) for the (100)[010]interface system,
190 60 4 fcc (110) surfaceunit cells(91200atoms) for the (110)[001]inter-
facesystem,and 180 90 3fcc (110)surfaceunit cells(97200atoms) for the
(110)[110] interface system. Thesesamplescorrespnd to a thin slab with a
length 2W of about 120, a width W of 60a and a thicknessb of 3a (a is
fcc crystal lattice constart). Following the sameprocedureas for the com-
putation of the kinetic coe cient, the whole solid systemis equilibrated at
zeropressureat the melting temperature, employing constart NPT and sub-
sequetly constart NVT simulations. Then half of the length 2W is molten
and subsequetty equilibrated using NVT and NP, T simulations. Finally

the interface height uctuations are measuredat every 100time steps(0.2
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ps) during a constart NVE simulation of 400 ps. The number of discrete
points alongthe width { Ny in equation3.14{ is taken equalto the number
of cellsalongthe width, sud that ewery interval in equation 3.14 cortains at
least one atom.
To identify the interface atoms, we adopt a slightly modi ed version of
the local order parameter proposedby Morris et al. [168,169]:
1 X6 Xi
i = G—Z, )

2

exp(igerij) (3.16)

-1
Morris et al. useda sum over nearest neighbours in equation 3.16, and
averagedpositions over short periods of time ( 50f s). Due to technical
limitations we did not averageatomic positions, but instead we extendedthe
neighbour sum to atoms within a spherewith radiusr, ' 1:.6a. This allows
a better comparisonbetween local order parametersfor solids and liquids.
To avoid the disturbing in uence on the courting by island atoms inside the
solid or liquid, we usean order parameteraveragedover the neighbours[168]
asfollows : I

i
1 i T i (3.17)

i=1
In this work, six reciprocal vectors ¢gx were usedin equation 3.16: (1,1,2),

(1,2,1),(2,1,1),(-1,1,2), (1,-1,2) and (2,1,-1), all in units of 2 =a They sum

' zZi+1

to zerofor a perfect fcc crystal. By testing the e ect of the number of g
vectors, six turned out to be appropriate to distinguish clearly betweenthe
solid and the liquid phase. Atoms are consideredas interface atoms if their
averagedlocal order parameterfalls between0.02and 0.06.

All calculationsin this work are performed by the LAMMPS molecular

dynamicssimulator [180].
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3.2 Melting temp erature of solid

We computed rst the melting temperature of fcc Al and fcc Ni crystals.
Figure 3.2displays the global order parameter(equation 3.4) uponincreasing
the temperature in the caseof Ni, with a void sizeof 7 A. As shown in this
gure, the global order parameterrapidly dropsand falls under 0.1 at about
1750K, which was taken as the provisional melting temperature at a void

sizeof 7 A.

Figure 3.2: Global order parameterand temperature during a canonicalen-
senble simulation of Ni with void size7 A. At the melting temperature

rapidly drops and falls under 0.1.

By determining the provisional melting temperature as a function of the
void size,the real melting temperature can be found. In gure 3.3 we show
the provisional melting temperaturesof Al and Ni for void sizesranging from
1 A to 15 A. The provisional melting temperature decreasesmoothly asa
function of increasingvoid size, but then suddenly drops. This de nes the

critical void size,at which the provisional melting temperature should come
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closeto the real one. The critical void sizesfor Al and Ni are 15and 13 A,
respectively. The correspnding melting temperaturesare 1100K for Al and
1740K for Ni, which is an overestimation of the experimertal valueby 170K

for Al, and a near hit for Ni (experimertal melting temperature of 1728K).

Figure 3.3: Melting temperature as a function of the void size. The crosses

indicate the calculated melting temperature.

3.3 Structure of liquid phase

In orderto analyzethe structure of a liquid with short-rangeorder (SRO)
takeninto accoun, we consideredthe RDFs of liquid Al at 1330,1700,2000
and 2500K, aswell asan undercaled melt at 750and 1010K. In the case
of Ni, temperaturesof 2000,2500and 3000K were consideredfor the liquid,
and 1010,1300and 1700K for the undercamled melt. As shavnin gure 3.4,
Al at 750K and Ni at 1010K behare assolids,while Al at 1010K and Ni at

1330and 1700K are recognizedas liquids. We can seea di erence between
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B ---- 750 K i ---- 1010 K
a i — 1010K _| 5— i — 1330K
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Figure 3.4: Radial distribution functions at undercmlings and over melting
temperature. For clear presemation, the curvesare shifted above in step of

0.2 asincreasingthe temperature. Dashedlines indicate the solid state.

Al at 750K and Ni at 1010K: Ni is almost a perfect fcc crystal but Al not.
In Al at 750K the position of the rst minimum is very closeto onesin the
liquid states,and the secondminimum is not clearly expressed.Meanwhile,

the RDF of Ni at 1010K is very closeto one of a fcc crystal.

In the liquid phase,we obsene a systematicshift of the rst peakposition
towards smaller r-valuesupon increasingthe temperature. Simultaneously
the rst minimum shifts to larger r-values. In the caseof Al the rst peak
position changesfrom 2.76 A (1010K) to 2.72 A(2500K). In the caseof Ni,
the shift is from 2.44A (1330K) to 2.42A (3000K), which slightly underesti-
mate the experimertal values: 2.49at 1435K and 2.48at 1905K [181]. The
position of the rst minimum changesfrom 3.88A (1010K) to 3.99A (2500
K) in Al, while in Ni it changesfrom 3.39 A (1330K) to 3.51 A(3000 K).

Concerningthe solid state, the positions of the rst peakare2.79in Al and
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2.50in Ni, and the rst minima are located at 3.88in Al (closeto the value
for the liquid state) and at 3.07in Ni, which is much smallerthan the value
for the liquid state. The positionsof the rst minimum are usedto calculate
the nearestneighbour coordination number.

In neutron scatteringand x-ray di raction (XRD) experimerts, the struc-
tural analysisis carried out usingthe structure factor asde ned in equation
3.6. We showv in gure 3.5 the static structure factors correspnding to the

RDFs given before. Similar conclusionsas obtained for the RDFs can be

---- 750K
n " 1010K
o 1330 K

1700 K —
2000 K

I
RS s e e
NENN

q &Y

Figure 3.5: Static structure factors at di erent temperatures. Dashedlines

are usedto indicate the solid phase.

found for the static structure factors. Moreover, we can verify the experi-
mertal obsenation in the undercaling melt of an increaseof the height of
the rst peak and the dewelopmert of a shoulderat the right-hand side of
the secondoscillation as a typical feature of icosahedralshort-range order
(ISRO) [181].

The temperature dependenceof the coordination number n is shown in
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gure 3.6. In the caseof Al, an almost linear decreaseof n. in the liquid
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Figure 3.6: Coordination number at di erent temperatures. The solid lines
shaw a linear decreaseof the coordination number with increasingtempera-
ture in the liquid phase. Empty symbols are in the solid phase,and should

not necessarilyfollow this trend.

phasewas obsened, from 13.24at 1010K to 11.6at 2500K. The samede-
creasingtrend was obsened in liquid Ni: from 12.9at 1330K to 11.7 at
3000K. The coordination number in liquid Ni is slightly overestimatedcom-
paredto experimerts: 12.3at 1435K to 11.2at 1905K [181]. Newertheless,
the agreemen with experimert is better than in another e ective-pair MD

study [162],wheren, changesfrom 13.8at 1430K to 13.3at 1850K. In gure

3.6, we shawv the coordination numbers at 550 K and 750K for Al, which

are about 14, indicating that this structure is more denselypaded than the
icosahedral,fcc, and hcp structures, of which the coordination number is
about 12.
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3.4 Diusion coecien t

Both the VACF and the MSD were calculated to measurethe di usion
coe cients of liquid Al and Ni from the trajectories of the constart NVE
simulations. To get the full picture for the diusivit y from strong under-
coolings to very high temperatures, we considered16 temperaturesin the
interval 800-2500K for Al, and 19 temperaturesin the interval 1250-300K
for Ni. Additionally, to get insight into the atomic motion, a few additional
temperaturesat strong undercoling were considered.

In gure 3.7 we showv the VACF normalizedto the value at t=0 psat a

typical temperature. As pointed out by Hoyt et al. [152],a cagee ect dueto
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Figure 3.7: Normalized velocity autocorrelation functions of Al and Ni at

di erent temperatures.

badkscattering resulting from a \cage" formed by the nearestneighbours of
eath atom in dense uids was found in the VACF curves, where a negative
correlation was obsened with a minimum around 0.075ps in both Al and

Ni. The lower the temperature, the longer the time interval during which
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the cagee ect is presen, until the atom can escap from the cage[156].
Sud cagee ect was clearly seenin the MSD curvesaswell ( gure 3.8).

As showvn in gure 3.8, at low temperatures,a plateau was obsened at inter-

mediate times, wherethe MSD stays constart at about 0.2 A?, as obsened

alsoin AlggNiyg alloys [156]. The cagee ect was obsened under 800K in
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Figure 3.8: Mean squaredisplacemets of Al and Ni at di erent tempera-

tures.

Al and under 1300K in Ni. We calculated the diusion coe cient using
VACF and MSD. Among both alternatives, VACF is the preferred one for
strong undercmling: it is hard to obsene a perfectly linear MSD curve in
sud situations, a problem that doesnot arise for the VACF curves.

We veri ed that the di usion coe cien ts obtained from VACF and MSD
are almost equal in the liquid state. In order to calculate the di usion co-
ecient D by integration of the VACF, we performedthis integration with
seeral upper time limits (0.5 ps, 1 ps, 5 ps, 10 ps and 50 ps) and aver-

agedover those integrals. This reducesthe error due to small uctuations
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of the VACF. For the MSD, the entire MSD curve was usedto determineD
by linear tting. In gure 3.9, the diusion coe cien ts that were obtained
are shavn as a function of temperture. They can be t with an Arrhenius

relation (equation 3.18):
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Figure 3.9: Di usion coe cients of Al and Ni asa function of temperature.

The solid linesarea t with an Arrhenius relation.

E
D = Dgexp ﬁ ; (3.18)

whereD, is the maximal value of the di usion coe cient at in nite temper-
ature, E, is the activation energyand R is the gasconstart. The ts shown
in Fig. 3.9 correspnd to Dy= 19.46and 12.42 10 8 m?/s andto E,= 35.09
and 51.40kJ/mol for Al and Ni, respectively. Thesevaluesfor Ni arein good
agreemeh with previoustheoretical work [161], where valueswere reported
in the interval 5.6 to 20.37for Do and 35.12to 67.93for E, (the spreadis
dueto the choiceof EAM potertials). The linear relation betweendi usivit y
and temperature in the vicinity of melting temperature, a feature pointed

out in many previousstudies, was obsened here aswell.
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3.5 Kinetic coecien t

We now cometo the solid-liquid interface phenomena. Determining the
velocity of a solid-liquid interface during solidi cation is easierin an un-
dercooled melt. We usedthe volume approad), as did Sun et al [163]. In
gure 3.10,the position of the Al (111) interface during solidi cation at 800
K is displayed. The velocities determinedby volume changeand by ernthalpy

60 T T T T T T T T

Enthalpy
50— volume i

— Regression o
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w Iy
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T
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o

Al (111), 800K
10

40 50 60

Figure 3.10: Position of the Al (111) interface versustime during solidi -
cation at 800 K. The dashedblue line indicates the erthalpy of the whole
system, the black line is the volume, and the solid red line is a linear t of

which the slope givesthe speedof the interface.

change are almost identical, but the volume changeis smaother than the
erthalpy change. Note that the ernthalpies and volumes of the liquid and
solid state with the samenumber of atoms must be calculated before, as

mertioned in Ref. [152].

According to equation 3.1, we calculate the velocities of the interface
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for seweral amourts of undercmling to get the kinetic coe cien ts for three
di erent low index crystal directions{ (100), (110) and (111) { asshaowvn in

gure 3.11. From thesedata, another estimate for the melting temperatures
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Figure 3.11: Interface velocity as a function of the amourt of undercaling
for Al (a) and Ni (b). Black circles denote the (100) face, red squaresthe
(110) and blue trianglesthe (111) face. The solid lines are obtained by linear

tting { their slope providesthe kinetic coe cien ts.

can be obtained: the temperature at which the interface hasa zerovelocity.
Di erent directionsresult in somewhatdi erent melting temperatures. In the
caseof Al, this revisedTy is almostequalto the oneobtained with the void
method (1100K), while the new value for Ni is slightly smaller than what
the void method predicts (1740K) and also smaller than the experimertal
value (1728K).

The kinetic coe cien ts of Al are larger than the one of Ni, and this in
all three directions. The interface velocities which can be determined from

gure 3.11show a large di erence between (100) at one hand and (110) or
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Interface Size Atoms | T, (K) (cm/(s K)) | Ref.[152,163]
Al (100) | 24 8 8 | 6144 | 1090 63.68

Al (110) | 34 11 8| 5984 | 1103 35.04

Al (111) | 14 11 7| 6468 1045 39.44

Ni (100) | 24 8 8 | 6144 1717 35.39 45,354 38.1
Ni (110) | 34 11 8| 5984 1663 20.93 32,255

Ni (111) | 14 11 7| 6468 1667 20.45 18,22.7,24.1

Table 3.1: Kinetic coe cien ts and revisedmelting temperature for di erent

crystal faceindicesand simulation sizes.

(111) at the other hand. For Ni, our valuesfor the kinetic coe cient for
which property are smallerthan the onesfound by the EAM work of Hoyt et
al. [152], but they are in good agreemenh with the valuesby another EAM
study in Ref.[163].
We obtain the following anisotropiesof the kinetic coe cien ts for Al and
Ni:  100= 110= 1.82and 1.69,and 100= 11:= 1.61and 1.73,respectively. In
the caseof Ni the valuesare slightly larger than previous results obtained
by EAM work [163], with the sameorder of magnitude. The dependence
of the kinetic coe cient on the crystallographic direction goesas 1q9 >
111 110 for Al, which is similar to the caseof Ni. A theoretical prediction
by kinetic density functional theory [163]for Ni givesrather similar ratios:
100= 110= l.41land 100= 111= 1.29. Sincewe did not nd other theoretical
valuesfor the kinetic coe cient of Al in the literature, the valuespresened
hereare probably the rst onesfor Al. The experimertal valuefor the kinetic

coe cient of Al was reported to be 0.044cm/(sK) [182], which is 3 orders
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of magnitude smaller than our theoretical value. Sud a large discrepancy
betweenthe theoretical and experimertal valuesuggestghat collision-limited
growth asit is presein in the MD simulation is not the dominant medanism
for this growth processasit occursin Nature. Other e ects (e.g. di usion)

play a role too.

3.6 Interfacial free energy

Finally we calculatedthe interfacial free energyand its crystallographic
anisotropy, employing CFM. As mertioned above, we usedmore atomsthan
only the nearestneighbours, as an alternative to taking atomic positions
averagedover a short time interval. Figure 3.12 shows the order parameter
of eat atom of the Al (110)[110] systemat t=320 ps. Although the local
order parameterof atomsin the solid phaseis smallerthan the onesobtained
in Ref. [168],the order parameterof atomsin the liquid phaseis well belov
0.01. This allows to idertify without ambiguity the interface atoms.

In gure 3.13we plot the inverseof the meansquareheigtt of the interface
versusg?, which shavs a linear dependence.Theseresults were obtained as
the averageover 1000samplingsduring a microcanonicensenble simulation
over atotal time spanof 400ps. We consideredboth interfacesin the periodic
cell, which corresppnd to lled andun lled synmbolsin gure 3.13. The solid
lines are linear ts in the range® 0:1 A 2.

Table 3.2summarizegesultsfor the interfacial sti ness. The columnwith
the systemsize shavs the width and thicknessof the slab (we remind here

that the length is about twice the width). In the caseof Ni, the interfacial
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Figure 3.12: (a) Local order parameter of ead atom in the Al (110)[110]

system, and (b) the correspnding interface heights determined from the

interface atoms at 320 ps.
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Figure 3.13: Inverseof the meansquareheiglt of the interfaceversusg?. (a)

is for Al and (b) for Ni. Filled and un lled symbols correspnd to the two

interfacesin the periodic cell. Solid lines are a linear t.

sti ness for the three di erent interface systemsis smaller than the values

found in Ref. [167] with EAM-MD simulations, while for Al there is good

agreemen with the literature [169]for the (110)[001]system. We think the
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System  |Atomg Systemsize(A) Ty (K) + O(mJ/m?)

This work | Ref. [167,168]
Al (100)[010]/9360Q 260.44 11.57 | 1090 | 57.46
Al (110)[001]|9120Q0 245.62 11.58 | 1103 119.76 | 110
Al (110)[110] |97200 260.06 12.26 | 1103 208.53 | 172
Ni (100)[010]|93600 231.22 10.28 | 1717 | 143.92 | 234
Ni (110)[001](91200 218.00 10.28 | 1662 | 189.19 | 207
Ni (110)[110] [97200 231.23 10.90 | 1662 | 375.15 | 413

Table 3.2: Interfacial sti ness with the number of atoms and system size.
Here the revised melting temperatures as obtained during the computation
of kinetic coe cien ts are used{ they are slightly di erent for the di erent

typesof interfaces.

discrepancyis mainly dueto the systemsizeand possiblyalsoto the way in
which we idertify the interface atom and choosethe g valuesthat are taken
into accoun in the linear t.

We usedboth expansionsof the interfacial energy{ equations3.12 and
3.13{ to determinethe averageinterfacial free energyand its anisotropy. In
table 3.3 we display the formulas for the interfacial sti ness in both cases
and the related values( o, 1 and ;) determinedfrom the sti ness found in
this simulation. As shown in table 3.3, the averageinterfacial free energies
of Al and Ni are almost equal for the two di erent expansionformulas 3.12
and 3.13,but the anisotropies ; arevery di erent (the value from Eq. 3.13is
larger than the onefrom Eq. 3.12). The other anisotropies , are very small.

A comparisonwith previous results shavs that our averageenergiesof 132
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System Sti ness Al Ni
Eq. 3.12 Eq. 3.13 Eqg. 3.12Eq. 3.13Eq. 3.12E9. 3.13
(100)[010] o(1 151 52)| o 28, & ,)| ¢ 131.78 130.59| 259.57| 254.89
(110)[001] o(1 91+ 2 2)|o(1 2 ;+ 32 ;)| 4]0.0327| 0.1319| 0.0298| 0.1213

(110)[110] o(1+ 151 + 2 5)| o(1+ 22 1+ 15 ,)| ,| 0.0147| 0.0074{-0.0002-0.0001

Table 3.3: Interfacial sti ness formulas derived from the equations3.12 and
3.13and from the geometry of the system simulated in this work, and the

averageinterfacial free energyand its crystallographic anisotropies.

and 260mJ/m?2 in Al and Ni are somewhatsmallerthan the literature values
of 149mJ/m? in Al [169]and 326 mJ/m? [167]and 285 mJ/m? [154]in Ni.
1 iIs comparablewith the literature values: 0.012in Al [169]and 0.0227in
Ni [167]for EqQ. 3.12. We nd , in Al to be positive, while the literature

value is negative [169].

3.7 Summary

We have performed EAM molecular dynamics simulations to obtain nu-
merical valuesfor the phase eld input parametersfor fcc-Al and fcc-Ni. Asa
rst step,the melting temperaturesof Al and Ni were determinedemploying
the void method. The valuesfound are slightly larger than the experimertal
values. We suggestthis discrepancyis due to the void method itself and to
the EAM potertials that wereused. More accuratemelting temperaturesare
found in the processof determining the kinetic coe cien t.

The structuresof liquid and undercaled melts of Al and Ni wereanalyzed

by the RDF and static structure factors. We calculated the coordination
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numbersand found them to decreasdinearly with increasingtemperature in
the liquid phase. At various temperaturesthe MSD and VACF of atomsin
the liquid and in undercmled melts were calculated,in orderto computethe
di usion coe cients. The diusion coe cients could be t to an Arrhenius
equationin orderto nd the maximum di usion coe cient and the activation
energy

We performed simulations of solid-liquid interface systemsto determine
the velocity of the interface during solidi cation, and from this the kinetic
coe cients for three dierent low index crystal directions were obtained.
Solid-liquid interfacesystemswith evenlarger sizesthan the interfacemodels
for computation of kinetic coe cien ts were usedto compute the interfacial
free energyand its crystallographic anisotropies.

In this work, the diusion coe cients of liquid Al and kinetic coe -
cierts for the crystallization of pure Al are obtained for the rst time, using
EAM-MD simulations. The obtained kinetic coe cient of Al is 3 orders of
magnitude larger than the experimertally determinedvalue. A slightly mod-
i ed method to identify interfaceatomsduring the computation of interfacial
free energieswas presened, shoving a more clear distinction betweensolid
and liquid atoms. This work will be useful for further larger scalecortin-
uum matter PFM simulations as well as for systematically understanding
the di erence between pure Al and pure Ni from an atomistic viewpoint.
The obtained valueswill sene asreferencevaluesfor similar studiesin Ni-Al

alloys aswell.
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The se\eral attempts to simulate the material processeshat occurred at
surfaceand interface have beenpresened, employing the atomistic simula-
tion techniquesin the cortext of the multiscale approad. As preliminary
step of multiscale simulations for material processe®f the metal alloys, an
ecient VCA approad within the DFT rst-principles has been proposed
to treat the heterovalert atoms of alloy. Using this approad, a system-
atic investigation of the crystal lattice structure, electronicstructure, elastic
and piezcelectric properties of the perovskite solid solutions have beenper-
formed. The results proved that this approad can improve the accuracy
of computation comparedwith the previous approades. Consideringthat
the interatomic potertial in the EAM-MD simulation can be determinedus-
ing the rst-principles results, this work will be useful for constructing the

multiscale simulation framework.

As the attempts of the multiscale simulations for surfaceprocessestwo
works have beenreported demonstratinghow rst-principles simulation can
provide the information necessaryfor larger scaleKMC simulation. In the
work of vicinal Si(001) surfacewith kinks, the seeral kinds of energetics

sud assurface,step and kink formation energieswhich areimportant input

133
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parameters of the KMC for simulating epitaxial growth, have been com-
puted. A preciseapproad to accurately determine the surface energetics
has been proposed. In the work of the multicomponert silicate minerals
surfaceschemicalreaction equationsof chemisorptionsaswell aschemisorp-
tion energies,which are necessaryinformations of the KMC simulation for
investigating glasscorrosion, have beendetermined. The detailed atomistic
morphology of the surfacestructures have beenconsideredin both works.

As the e ort to connectMD resultsto the PFM simulation for investigat-
ing the morphology of crystal growth of metal or metal alloy, the EAM-MD
work of Al and Ni hasbeenillustrated how MD simulation can computethe
material parametersnecessaryfor PFM simulation. With someslight modi-
cations comparedwith the previousapproades,the approadhesto compute
the kinetic coe cient and interfacial free energy where the solid-liquid in-
terface is the main subject of the consideration, have been explained. A
systematicinvestigation of pure Al and Ni with comparisonof their material
parametershave beenperformed.

Hereare somepoints to be considerediurther and ideasthat canimprove

the computational e ciency or accuracy

The activation energyin the caseof chemisorption should be deter-
mined, becauseKMC simulation needsthis energy as another input
parameter. This task can be done by exploring the poterntial energy

surfaceor by adopting the nudged elastic band (NEB) method.

The approad to construct the EAM potential using VCA method re-
sults would improve the reliability of the interatomic potertial. This

can be done by using the material properties of alloys aswell asforces
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or energeticsdeterminedby VCA approad.

An ideato usethe virtual atom asoneparticle of the alloy in the EAM-
MD simulation would improvethe e ciency ofthe MD simulation. This

ideais similar to the coarse-grainedCG) particle MD simulation.

Finally, it should be mertioned that the investigationto nd the in-
novative method or algorithm for realising the concurrent multiscale

simulation should be conducted.
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